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Abstract

In this paper, we establish the existence of a stochastic flow of Sobolev diffeomorphisms

R
d ∋ x 7−→ φs,t(x) ∈ R

d, s, t ∈ R,

for a stochastic differential equation (SDE) of the form

dXt = b(t,Xt) dt + dBt, s, t ∈ R, Xs = x ∈ R
d.

The above SDE is driven by a bounded measurable drift coefficient b : R × R
d → R

d and
a d-dimensional Brownian motion B. More specifically, we show that the stochastic flow
φs,t(·) of the SDE lives in the space L2(Ω;W 1,p(Rd, w)) for all s, t and all p > 1, where

W 1,p(Rd, w) denotes a weighted Sobolev space with weight w possessing a p-th moment with
respect to Lebesgue measure on R

d. This result is counter-intuitive, since the dominant
‘culture’ in stochastic (and deterministic) dynamical systems is that the flow ‘inherits’ its
spatial regularity from the driving vector fields.

The spatial regularity of the stochastic flow yields existence and uniqueness of a Sobolev
differentiable weak solution of the (Stratonovich) stochastic transport equation

{
dtu(t, x)+ (b(t, x) · Du(t, x))dt +

∑d
i=1 ei · Du(t, x) ◦ dBi

t = 0,
u(0, x) = u0(x),

where b is bounded and measurable, u0 is C1
b and {ei}d

i=1 a basis for R
d. It is well-known that

the deterministic counter part of the above equation does not in general have a solution.
Using stochastic perturbations and our analysis of the above SDE, we establish a deter-

ministic flow of Sobolev diffeomorphisms for classical one-dimensional (deterministic) ODE’s
driven by discontinuous vector fields. Furthermore, and as a corollary of the latter result, we
construct a Sobolev stochastic flow of diffeomorphisms for one-dimensional SDE’s driven by
discontinuous diffusion coefficients.
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1 Introduction

In this article we analyze the spatial regularity in the initial condition x ∈ R
d for strong

solutions Xx
· to the d-dimensional stochastic differential equation (SDE)

Xs,x
t = x +

∫ t

s
b(u,Xs,x

u )du + Bt − Bs, s, t ∈ R. (1)

In the above SDE, the drift coefficient b : R×R
d −→ R

d is only Borel measurable and bounded,
and the equation is driven by standard Brownian motion B. in R

d.
More specifically, we construct a two-parameter pathwise Sobolev differentiable stochastic

flow
R × R × R

d ∋ (s, t, x) 7−→ φs,t(x) ∈ R
d

for the SDE (1) such that each flow map

R
d ∋ x 7−→ φs,t(x) ∈ R

d

is a Sobolev diffeomorphism in the sense that

φs,t(·) and φ−1
s,t (·) ∈ L2(Ω,W 1,p(Rd;w)) (2)

for all s, t ∈ R, all p > 1. In (2) above, W 1,p(Rd, w) denotes a weighted Sobolev space of
mappings R

d → R
d with any measurable weight function w : R

d → [0,∞) satisfying the
integrability requirement ∫

Rd

(1 + |x|p)w(x)dx < ∞. (3)

In particular, φs,t(·) is locally α−Hölder continuous for all α < 1. When the SDE (1) is
autonomous, we show further that the stochastic flow corresponds to a Sobolev differentiable
perfect cocycle on R

d. For precise statements of the above results, see Theorem 3 and
Corollary 5 in the next section.

In this article we offer a novel approach for constructing a Sobolev differentiable stochastic
flow for the SDE (1). Our approach is based on Malliavin calculus ideas coupled with new
probabilistic estimates on the spatial weak derivatives of solutions of the SDE. A unique
(pleasantly surprising) feature of these estimates is that they do not depend on the spatial
regularity of the drift coefficient b. Needless to say, the existence of differentiable flows for
SDE’s with measurable drifts is counter-intuitive: The dominant ‘culture’ in stochastic (and
deterministic) dynamical systems is that the flow ‘inherits’ its spatial regularity from the
driving vector fields. Furthermore, in the stochastic setting, the stochastic flow is in general
even a little ‘rougher’ in the space variable than the driving vector fields. (cf. [22], [28]).

The existence of a Sobolev differentiable stochastic flow for the SDE (1) is exploited
(Section 3) to obtain a unique weak solution u(t, x) of the (Stratonovich) stochastic transport
equation

{
dtu(t, x)+ (b(t, x) · Du(t, x))dt +

∑d
i=1 ei · Du(t, x) ◦ dBi

t = 0
u(0, x) = u0(x),

(4)

when b is just bounded and measurable, u0 ∈ C1
b (Rd), and {ei}d

i=1 a basis for R
d. This result

is surprising since the corresponding deterministic transport equation is in general ill-posed.
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Cf. [1], [8]. We also note that our result holds without the existence of the divergence of b;
and furthermore, our solutions are spatially (and also Malliavin) Sobolev differentiable (cf.
[14]).

In Section 4, we apply the ideas of Section 2 to show the existence of a family of solutions
X̃x

t of the one-dimensional ODE

dX̃t

dt
= b(X̃t), t ∈ R, X̃0 = x ∈ R, (5)

which are locally of class W 1,2 in x (Theorem 26, Section 4). This result is obtained under
the requirement that the coefficient b is monotone decreasing and is either bounded above or
below. The proof of the result uses a stochastic perturbation argument via small Brownian
noise coupled with local time techniques. As far as we know, it appears that the above result
is new. Furthermore, solutions to the ODE (5) generate a one-parameter group of W 1,2

diffeomorphisms of R onto itself. As a consequence of the above result, we construct a W 1,2

perfect cocycle of diffeomorphisms for solutions of the one-dimensional Stratonovich SDE:

dXx
t = b(Xx

t ) ◦ dBt, t ∈ R, Xx
0 = x ∈ R. (6)

It is surprising that such regularity of the flow is feasible despite the inherent discontinuities
in the driving vector field of in the ODE (5) and the SDE (6). SDE’s with discontinuous
coefficients and driven by Brownian motion (or more general noise) have been an important
area of study in stochastic analysis and other related branches of mathematics. Important
applications of this class of SDE’s pertain to the modeling of the dynamics of interacting
particles in statistical mechanics and the description of a variety of other random phenomena
in areas such as biology or engineering. See e.g. [33] or [23] and the references therein.

Using estimates of solutions of parabolic PDE’s and the Yamada-Watanabe principle, the
existence of a global unique strong solution to the SDE (1) was first established by A.K.
Zvonkin [41] in the 1−dimensional case, when b is bounded and measurable. The latter work
is a significant development in the theory of SDE’s. Subsequently, the result was generalized
by A.Y. Veretennikov [39] to the multi-dimensional case. More recently, N.V. Krylov and
M. Röckner employed local integrability criteria on the drift coefficient b to obtain unique
strong solutions of (1) by using an argument of N. I. Portenko [33]. An alternative approach,
which doesn’t rely on a pathwise uniqueness argument and which also yields the Malliavin
differentiability of solutions to (1) was recently developed in [27], [26]. We also refer to the
recent article [5] for an extension of the previous results to a Hilbert space setting. In [5], the
authors employ techniques based on solutions of infinite-dimensional Kolmogorov equations.

Another important issue in the study of SDE‘s with (bounded) measurable coefficients is
the regularity of their solutions with respect to the initial data and the existence of stochastic
flows. See [22], [28] for more information on the existence and regularity of stochastic flows
for SDE’s, and [29], [30] in the case of stochastic differential systems with memory. Using the
method of stochastic characteristics, stochastic flows may be employed to prove uniqueness
of solutions of stochastic transport equations under weak regularity hypotheses on the drift
coefficient b. See for example [14], where the authors use estimates of solutions of backward
Kolmogorov equations to show the existence of a stochastic flow of diffeomorphisms with
αp-Hölder continuous derivatives for αp < α, where b ∈ C([0, 1];Cα

b (Rd)), and Cα
b (Rd) is the

space of bounded α−Hölder continuous functions. A similar result also holds true, when
b ∈ Lq([0, 1];Lp(Rd)) for p, q such that p ≥ 2, q > 2, d

p + 2
q < 1. See [12]. Here the authors
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construct, for any α ∈ (0, 1), a stochastic flow of α-Hölder continuous homeomorphisms for
the SDE (1). Furthermore, it is shown in [12] that the map

R
d ∋ x 7−→ Xx

· ∈ Lp([0, 1] × Ω; Rd)

is differentiable in the Lp(Ω)−sense for every p ≥ 2.
The approach used in [12] is based on a Zvonkin-type transformation [41] and estimates

of solutions of an associated backward parabolic PDE. We also mention the recent related
works [11], [10] and [2]. For an overview of this topic the reader may also consult the book
[15].5 In this connection, it should be noted that our method for constructing a stochastic
flow for the SDE (1) is heavily dependent on Malliavin calculus ideas together with some
difficult probabilistic estimates (cf. [26]).

Our paper is organized as follows: In Section, 2 we introduce basic definitions and nota-
tions and provide some auxiliary results that are needed to prove the existence of a Sobolev
differentiable stochastic flow for the SDE (1). See Theorem 3 and Corollary 5 in Section 2.
We also briefly discuss a specific extension of this result to SDE’s with multiplicative noise.
In Section 3 we give an application of our approach to the construction of a unique Sobolev
differentiable solution to the (Stratonovich) stochastic transport equation (4). Ideas devel-
oped in Section 2 are used in Section 4 to show the existence and regularity of a deterministic
flow for the one-dimensional ODE (5), and a perfect cocycle for the one-dimensional SDE
(6).

2 Existence of a Sobolev Differentiable Stochastic Flow

Throughout this paper we denote by Bt = (B
(1)
t , ..., B

(d)
t ), t ∈ R, d−dimensional Brownian

motion on the complete Wiener space (Ω,F , µ) where Ω := C(R; Rd) is given the compact
open topology and F is its µ-completed Borel σ-field with respect to Wiener measure µ.

In order to describe the cocycle associated with the stochastic flow of our SDE, we define
the µ-preserving (ergodic) Wiener shift θ(t, ·) : Ω → Ω by

θ(t, ω)(s) := ω(t + s) − ω(t), ω ∈ Ω, t, s ∈ R.

The Brownian motion is then a perfect helix with respect to θ: That is

Bt1+t2(ω) − Bt1(ω) = Bt2(θ(t1, ω))

for all t1, t2 ∈ R and all ω ∈ Ω. The above helix property is a convenient pathwise expression
of the fact that Brownian motion B has stationary ergodic increments.

Our main focus of study in this section is the d-dimensional SDE

Xs,x
t = x +

∫ t

s
b(u,Xs,x

u )du + Bt − Bs, s, t ∈ R, x ∈ R
d, (7)

where the drift coefficient b : R × R
d −→ R

d is a bounded Borel measurable function.

5After completing the preparation of this article, personal communication with F. Flandoli indicated work
in preparation with E. Fedrizzi [13] on similar issues regarding the regularity of stochastic flows for SDE’s,
using a different approach.
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It is known that the above SDE has a unique strong global solution Xs,x
. for each x ∈ R

d

( [39] or [26], [27]).
Here, we will establish the existence of a Sobolev-differentiable stochastic flow of diffeo-

morphisms for the SDE (7).

Definition 1 A map R × R × R
d ∋ (s, t, x, ω) 7−→ φs,t(x, ω) ∈ R

d is a stochastic flow of

homeomorphisms for the SDE (7) if there exists a universal set Ω∗ ∈ F of full Wiener
measure such that for all ω ∈ Ω∗, the following statements are true:
(i) For any x ∈ R

d, the process φs,t(x, ω), s, t ∈ R, is a strong global solution to the SDE (7).

(ii) φs,t(x, ω) is continuous in (s, t, x) ∈ R × R × R
d.

(iii) φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω) for all s, u, t ∈ R.

(iv) φs,s(x, ω) = x for all x ∈ R
d and s ∈ R.

(v) φs,t(·, ω) : R
d → R

d are homeomorphisms for all s, t ∈ R.

A stochastic flow φs,t(·, ω) of homeomorphisms is said to be Sobolev-differentiable if for

all s, t ∈ R, the maps φs,t(·, ω) and φ−1
s,t (·, ω) are Sobolev-differentiable in the sense described

below.

From now on we use |·| to denote the norm of a vector in R
d or a matrix in R

d×d.

In order to prove the existence of a Sobolev differentiable flow for the SDE (7), we need to
introduce a suitable class of weighted Sobolev spaces. Fix p ∈ (1,∞) and let w : R

d −→ (0,∞)
be a Borel measurable function satisfying

∫

Rd

(1 + |x|p)w(x)dx < ∞. (8)

Let Lp(Rd, w) denote the Banach space of all Borel measurable functions u = (u1, ..., ud) :
R

d −→ R
d such that ∫

Rd

|u(x)|p w(x)dx < ∞, (9)

and equipped with the norm

‖u‖Lp(Rd,w) :=

[ ∫

Rd

|u(x)|p w(x)dx

]1/p

.

Furthermore, denote by W 1,p(Rd, w) the linear space of functions u ∈ Lp(Rd, w) with weak
partial derivatives Dju ∈ Lp(Rd, w) for j = 1, ..., d. We equip this space with the complete
norm

‖u‖1,p,w := ‖u‖Lp(Rd,w) +
d∑

i,j=1

‖Djui‖Lp(Rd,w) . (10)

We will show that the strong solution Xs,.
t of the SDE (7) is in L2(Ω, Lp(Rd, w)) when

p > 1 (see Corollary 11). In fact, the SDE (7) implies the following estimate:

|Xs,x
t |p ≤ cp(|x|p + |t − s|p ‖b‖p

∞ + |Bt − Bs|p).

for all s, t ∈ R, x ∈ R
d.
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On the other hand, it is easy to see that the solutions Xs,.
t of SDE (7) are in general not

in Lp(Rd, dx) with respect to Lebesgue measure dx on R
d: Just consider the special trivial

case b ≡ 0. This implies that solutions of the SDE (7) (if they exist) may not belong to
the Sobolev space W 1,p(Rd, dx), p > 1. However, we will show that such solutions do indeed
belong to the weighted Sobolev spaces W 1,p(Rd, w) for p ≥ 1.

Remark 2 (i) Let w : R
d −→ (0,∞) be a weight function in Muckenhoupt’s Ap−class

(1 < p < ∞), that is a locally (Lebesgue) integrable function on R
d such that

sup

(
1

λd(B)

∫

B
w(x)dx

)(
1

λd(B)

∫

B
(w(x))1/(1−p)dx

)p−1

=: cw,p < ∞,

where the supremum is taken over all balls B in R
d and λd is Lebesgue measure on R

d. For
example the function w(x) = |x|γ is an Ap−weight iff −d < γ < d(p − 1). Other examples
of weights are given by positive superharmonic functions. See e.g. [18] and [21] and the
references therein. Denote by H1,p(Rd, w) the completion of C∞(Rd) with respect to the
norm ‖·‖1,p,w in (10). If w is a Ap−weight, then we have

W 1,p(Rd, w) = H1,p(Rd, w)

for all 1 < p < ∞. See e.g. [18].
(ii) Let p0 = inf{q > 1 : w is a Aq−weight} and let u ∈ W 1,p(Rd, w). If p0 < p/d, then u is
locally Hölder continuous with any exponent α such that 0 < α < 1 − dp0/p.

We now state our main result in this section which gives the existence of a Sobolev
differentiable stochastic flow for the SDE (7).

Theorem 3 In the SDDE (7), assume that the drift coefficient b is Borel-measurable and
bounded. Then the SDE (7) has a Sobolev differentiable stochastic flow φs,t : R

d → R
d, s, t ∈

R: That is
φs,t(·) and φ−1

s,t (·) ∈ L2(Ω,W 1,p(Rd, w))

for all s, t ∈ R and all p > 1.

Remark 4 If w is a Ap−weight then it follows from Remark 2 (ii) that a version of φs,t(·)
is locally Hölder continuous for all 0 < α < 1 and all s, t.

The following corollary is a consequence of Theorem 3 and the helix property of the
Brownian motion.

Corollary 5 Consider the autonomous SDE

Xs,x
t = x +

∫ t

s
b(Xs,x

u )du + Bt − Bs, s, t ∈ R, (11)

with bounded Borel-measurable drift b : R
d → R

d. Then the stochastic flow of the SDE
(11) has a version which generates a perfect Sobolev-differentiable cocycle (φ0,t, θ(t, ·)) where
θ(t, ·) : Ω → Ω is the µ-preserving Wiener shift. More specifically, the following perfect
cocycle property holds for all ω ∈ Ω and all t1, t2 ∈ R:

φ0,t1+t2(·, ω) = φ0,t2(·, θ(t1, ω)) ◦ φ0,t1(·, ω)
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We will prove Theorem 3 through a sequence of lemmas and propositions. We begin by
stating our main proposition:

Proposition 6 Let b : R × R
d → R

d be bounded and measurable. Let U be an open and
bounded subset of R

d. For each t ∈ R and p > 1 we have

X ·
t ∈ L2(Ω;W 1,p(U))

We will prove Proposition 6 using two steps. In the first step , we show that for a bounded
smooth function b : [0, 1] × R

d → R
d with compact support, it is possible to estimate the

norm of X ·
t in L2(Ω,W 1,p(U)) independently of the size of b′, with the estimate depending

only on ‖b‖∞. To do this we use the same technique as introduced in [26].
In the second step, we will approximate our bounded measurable coefficient b by a

sequence {bn}∞n=1 of smooth compactly supported functions as in step 1. We then show that
the corresponding sequence Xn,·

t of solutions is relatively compact in L2(Ω) when integrated
against a test function on R

d. By step 1 we use weak compactness of the above sequence in
L2(Ω,W 1,p(U)) to conclude that the limit point X ·

t of the above sequence must also lie in
this space.

We now turn to the first step of our procedure. Note that if b is a compactly supported
smooth function, the corresponding solution of the SDE (1) is (strongly) differentiable with
respect to x, and the first order spatial Jacobian ∂

∂xXx
t satisfies the linearized random ODE

{
d ∂

∂xXx
t = b′(t,Xx

t ) ∂
∂xXx

t dt
∂
∂xXx

0 = Id
, (12)

where Id is the d × d identity matrix and b′(t, x) =
(

∂
∂xi

b(j)(t, x)
)

1≤i,j≤d
denotes the spatial

Jacobian derivative of b.
A key estimate in the first step of the argument is provided by the following proposition:

Proposition 7 Assume that b is a smooth function with compact support. Then for any
p ∈ [1,∞) and t ∈ R, we have the following estimate for the solution of the linearized
equation (12):

sup
x∈Rd

E[| ∂

∂x
Xx

t |p] ≤ Cd,p(‖b‖∞)

where Cd,p is an increasing continuous function depending only on d and p.

The proof of Proposition 7 relies on the following of sequence lemmas which provide
estimates on expressions depending on the Gaussian distribution and its derivatives. To this
end we define for P (t, z) := (2πt)d/2e−|z|2/2t, t > 0, where |z| is the Euclidean norm of a
vector z ∈ R

d.

Lemma 8 Let φ, h : [0, 1] × R
d → R be measurable functions such that |φ(s, z)| ≤ e−‖z‖2/3s

and ‖h‖∞ ≤ 1. Also let α, β ∈ {0, 1}d be multiindices such that |α| = |β| = 1. Then there
exists a universal constant C (independent of φ, h, α and β) such that

∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫

Rd

∫

Rd

φ(s, z)h(t, y)DαDβP (t − s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C .

7



Furthermore, there is a universal positive constant (also denoted by) C such that for measur-
able functions g and h bounded by 1, we have

∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫

Rd

∫

Rd

g(s, z)P (s, z)h(t, y)DαDβP (t − s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C

and
∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫

Rd

∫

Rd

g(s, z)DγP (s, z)h(t, y)DαDβP (t − s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C .

Proof.

Let l,m ∈ Z
d and denote [l, l + 1) := [l(1), l(1) + 1) × · · · × [l(d), l(d) + 1) and similarly for

[m,m + 1). Define φl(s, z) = φ(s, z)1[l,l+1)(z) and hm(t, y) = h(t, y)1[m,m+1)(y).
Denote the first integral in the lemma by I, and by Il,m the same integral when φ, h

is replaced by φl, hm. Then we can write I =
∑

l,m∈Zd Il,m. Below we let C be a generic
constant that may vary from line to line.

Assume ‖l − m‖∞ := maxi |l(i) − m(i)| ≥ 2. For z ∈ [l, l + 1) and y ∈ [m,m + 1) we have
‖z − y‖ ≥ ‖l − m‖∞ − 1. If α 6= β we have that

DαDβP (t − s, z − y) =
(z(i) − y(i))(z(j) − y(j))

(t − s)2
P (t − s, y − z)

for a suitable choice of i, j. Then we can find C such that

|DαDβP (t − s, z − y)| ≤ Ce−(‖l−m‖∞−2)2/4.

If α = β, we have

(Dα)2P (t − s, y − z) =

(
(y(i) − z(i))2

t − s
− 1

)
P (t − s, y − z)

t − s

and similarly we find C such that

|(Dα)2P (t − s, y − z)| ≤ Ce−(‖l−m‖∞−2)2/4 .

In both cases we have |Il,m| ≤ Ce−‖l‖2/8e−(‖l−m‖∞−2)2/4 and it follows that

∑

‖l−m‖∞≥2

|Il,m| ≤ C.

Assume ‖l−m‖∞ ≤ 1 and let φ̂l(s, u) and ĥm(t, u) be the Fourier transform in the second
variable, defined by

ĥm(t, u) := (2π)−d/2

∫

Rd

h(t, x)e−i(u,x)dx

and similar for φ̂l(s, u). By the Plancherel theorem we have that

∫

Rd

φ̂l(s, u)2du =

∫

Rd

φl(s, z)2dz ≤ Ce−‖l‖2/6
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for all s ∈ [0, 1] and ∫

Rd

ĥm(t, u)2du =

∫

Rd

hm(t, y)2dy ≤ 1.

We can write

Il,m =

∫ 1

1/2

∫ t

t/2

∫

Rd

φ̂l(s, u)ĥm(t,−u)u(i)u(j)(t − s)e−(t−s)‖u‖2/2dudsdt. (13)

To see this, start with the right hand side. Then we have by Fubini’s theorem

∫

Rd

ĥm(t,−u)φ̂l(s, u)uiuj(t − s)e−(t−s)‖u‖2/2du

= (2π)−d

∫

Rd

∫

Rd

∫

Rd

hm(t, x)ei(u,x)φl(s, y)e−i(u,y)uiuj(t − s)e−(t−s)‖u‖2/2dudxdy =

=

∫

Rd

∫

Rd

hm(t, x)φl(s, y)(t − s)

[
(2π)−d

∫

Rd

ei(u,x−y)uiuje−(t−s)‖u‖2/2du

]
dxdy

.

Now look at the expression in the square brackets. Substitute v =
√

t − su to get

(2π)−d

∫

Rd

ei(u,x−y)uiuje−(t−s)‖u‖2/2du

= (2π)−d(t − s)−d/2

∫

Rd

e
i( v√

t−s
,x−y) vi

√
t − s

vj

√
t − s

e−‖v‖2/2dv

= (2π)−d(t − s)−d/2(t − s)−1

∫

Rd

e
i(v, x−y√

t−s
)
vivje−‖v‖2/2dv

Now put f(v) = e−‖v‖2/2 and p(v) = v(i)v(j). From properties of the Fourier transform we

know that p̂f = DαDβ f̂ and f̂ = f . This gives that the above expression is equal to

(2π)−d/2(t − s)−d/2(t − s)−1DαDβf

(
x − y√
t − s

)
= (t − s)−1DαDβP (t − s, x − y)

This gives the equation (13).
Applying ab ≤ 1

2a2c + 1
2b2c−1 with a = φ̂l(s, u)u(i), b = ĥm(t,−u)u(j) and c = e‖l‖

2/12 we
get

|Il,m| ≤ 1

2

∫ 1

1/2

∫ t

t/2

∫

Rd

φ̂l(s, u)2(u(i))2e‖l‖
2/12e−(t−s)‖u‖2/2dudsdt

+
1

2

∫ 1

1/2

∫ t

t/2

∫

Rd

ĥm(t,−u)2(u(j))2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt

≤ 1

2

∫ 1

1/2

∫ t

t/2

∫

Rd

φ̂l(s, u)2‖u‖2e‖l‖
2/12e−(t−s)‖u‖2/2dudsdt

+
1

2

∫ 1

1/2

∫ t

t/2

∫

Rd

ĥm(t,−u)2‖u‖2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt.

9



For the first term, integrate first with respect to t in order to get

∫ 1

1/2

∫ t

t/2

∫

Rd

φ̂l(s, u)2‖u‖2e‖l‖
2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖2/12

and for the second term, integrate with respect to s first to get

∫ 1

1/2

∫ t

t/2

∫

Rd

ĥm(t,−u)2‖u‖2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖2/12

which gives |Il,m| ≤ Ce−‖l‖2/12 and hence

∑

‖l−m‖∞≤1

|Il,m| ≤ C.

Using the previous lemma we can show the following:

Lemma 9 There is a universal constant C such that for every Borel-measurable functions g
and h bounded by 1, and r ≥ 0

∣∣∣∣
∫ t

t0

∫ t1

t0

∫

Rd

∫

Rd

g(t2, z)P (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t − t1)
rdydzdt2dt1

∣∣∣∣

≤ C(1 + r)−1(t − t0)
r+1

and

∣∣∣∣
∫ t

t0

∫ t1

t0

∫

Rd

∫

Rd

g(t2, z)DγP (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t − t1)
rdydzdt2dt1

∣∣∣∣

≤ C(1 + r)−1/2(t − t0)
r+1/2 .

Proof.

We begin by proving the estimate for t = 1,t0 = 0. From Lemma 9 we have that for each
k ≥ 0

∣∣∣∣∣

∫ 2−k

2−k−1

∫ t

t/2

∫

Rd

∫

Rd

g(s, z)P (s, z)h(t, y)DαDβP (t − s, y − z)(1 − t)rdydzdsdt

∣∣∣∣∣

≤ C(1 − 2−k−1)r2−k .

To see this, make the substitutions t′ = 2kt and s′ = 2ks. Use the easily verified fact that
P (at, z) = a−d/2P (t, a−1/2z) and substitute z′ = 2k/2z and y′ = 2k/2y. Using h̃(t, y) :=

(1−t)r

(1−2−k−1)r h(t, y) in Lemma (9), the result follows.

Summing this equation over k gives

∣∣∣∣∣

∫ 1

0

∫ t

t/2

∫

Rd

∫

Rd

g(s, z)P (s, z)h(t, y)DαDβP (t − s, y − z)(1 − t)rdydzdsdt

∣∣∣∣∣ ≤ C(1 + r)−1

10



Moreover from the bound (??)

∣∣∣∣∣

∫ 1

0

∫ t/2

0

∫

Rd

∫

Rd

g(s, z)P (s, z)h(t, y)DαDβP (t − s, y − z)(1 − t)rdydzdsdt

∣∣∣∣∣

≤ C

∫ 1

0

∫ t/2

0
(t − s)−1(1 − t)rdsdt ≤ C(1 + r)−1

and combining these bounds gives the first assertion for t = 1,t0 = 0. For general t and t0
use the change of variables t′1 = t1−t0

t−t0
, t2 = t2−t0

t−t0
, y′ = (t − t0)

−1/2y and z′ = (t − t0)
−1/2z.

The second assertion is proved similarly.

We now turn to the following key estimate (cf. [6, Proposition 2.2]):

Lemma 10 Let B be a d-dimensional Brownian Motion starting from the origin and b1, . . . , bn

be compactly supported continuously differentiable functions bi : [0, 1] × R
d → R for i =

1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then there
exists a universal constant C (independent of {bi}i, n, and {αi}i) such that

∣∣∣∣∣E
[∫

t0<t1<···<tn<t

(
n∏

i=1

Dαibi(ti, x + Bti)

)
dt1 . . . dtn

]∣∣∣∣∣

≤ Cn
∏n

i=1 ‖bi‖∞(t − t0)
n/2

Γ(n
2 + 1)

(14)

where Γ is the Gamma-function and x ∈ R
d. Here Dαi denotes the partial derivative with

respect to the j′th space variable, where j is the position of the 1 in αi.

Proof. Without loss of generality, assume that ‖bi‖∞ ≤ 1 for i = 1, 2 . . . , n. Using the
Gaussian density we write the left hand side of the estimate (14) in the form

∣∣∣∣∣

∫

t0<t1<···<tn<t

∫

Rdn

n∏

i=1

Dαibi(ti, x + zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn

∣∣∣∣∣ .

Introduce the notation

Jα
n (t0, t, z0) =

∫

t0<t1<···<tn<t

∫

Rdn

n∏

i=1

Dαibi(ti, x+zi)P (ti− ti−1, zi−zi−1)dz1 . . . dzndt1 . . . dtn

where α = (α1, . . . αn) ∈ {0, 1}nd. We shall show that |Jα
n (t0, t, z0)| ≤ Cn(t−t0)

n/2/Γ(n/2+1),
thus proving the proposition.

To do this, we will use integration by parts to shift the derivatives onto the Gaussian
kernel. This will be done by introducing the alphabet

A(α) = {P,Dα1P, . . . ,DαnP,Dα1Dα2P, . . . Dαn−1DαnP}

where Dαi , DαiDαi+1 denotes the derivatives in z of P (t, z).
Take a string S = S1 · · ·Sn in A(α) and define

Iα
S (t0, t, z0) =

∫

t0<···<tn<t

∫

Rdn

n∏

i=1

bi(ti, x + zi)Si(ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn .

11



We will need only a special type of strings: Say that a string is allowed if, when all the DαiP ’s
are removed from the string, a string of the form P · DαsDαs+1P · P · Dαs+1Dαs+2P · · ·P ·
DαrDαr+1P for s ≥ 1, r ≤ n − 1 remains. Also, we will require that the first derivatives
DαiP are written in an increasing order with respect to i.

We now claim that we can write

Jα
n (t0, t, z0) =

2n−1∑

j=1

ǫjI
α
Sj(t0, t, z0)

where each ǫj is either −1 or 1 and each Sj is an allowed string in A(α). To see this, we
proceed by induction:

The equation obviously holds for n = 1. Assume the equation holds for n ≥ 1, and let b0

be another function satisfying the requirements of the proposition. Likewise with α0. Then

J
(α0,α)
n+1 (t0, t, z0) =

∫ t

t0

∫

Rd

Dα0b0(t1, x + z1)P (t1 − t0, z1 − z0)J
α
n (t1, t, z1)dz1dt1

= −
∫ t

t0

∫

Rd

b0(t1, x + z1)D
α0P (t1 − t0, z1 − z0)J

α
n (t1, t, z1)dz1dt1

−
∫ t

t0

∫

Rd

b0(t1, x + z1)P (t1 − t0, z1 − z0)D
α0Jα

n (t1, t, z1)dz1dt1 .

Notice that
Dα0Iα

S (t1, t, z1) = −I
(α0,α)

S̃
(t1, t, z1)

where

S̃ =

{
Dα0P · S2 · · ·Sn if S = P · S2 · · ·Sn

Dα0Dα1P · S2 · · ·Sn if S = Dα1P · S2 · · ·Sn .

Here, S̃ is not an allowed string in A(α). So from the induction hypothesis Dα0Jα
n (t0, t, z0) =∑2n−1

j=1 −ǫjI
(α0,α)

S̃
(t0, t, z0) this gives

J
(α0,α)
n+1 =

2n−1∑

j=1

−ǫjI
(α0,α)
Dα0P ·Sj +

2n−1∑

j=1

ǫjIP ·S̃j .

It is easily checked that when Sj is an allowed string in A(α), both Dα0P · Sj and P · S̃j are
allowed strings in A(α0, α).

This proves the claim.
For the rest of the proof of Lemma 10 we will bound Iα

S when S is an allowed string, i.e.
we show that there is a positive constant M such that

Iα
S (t0, t, z0) ≤

Mn(t − t0)
n/2

Γ(n
2 + 1)

.

for all integers n ≥ 1 and for each allowed string S in the alphabet A(α).
We proceed by induction: The case n = 0 is immediate, so assume n > 0 and that this

holds for all allowed strings of length less than n. There are three cases:

1. S = Dα1P · S′ where S′ is a string in A(α′) and α′ := (α2, . . . , αn)

12



2. S = P · Dα1Dα2P · S′ where S′ is a string in A(α′) and α′ := (α3, . . . , αn)

3. S = P · Dα1P · · ·DαmP · Dαm+1Dαm+2P · S′ where S′ is a string in A(α′) and α′ :=
(αm+3, . . . , αn).

In each case, S′ is an allowed string in the given alphabet.

1. We use the inductive hypothesis to bound Iα′

S′ (t1, t, z1) and the bound

∫

Rd

|DαP (t, z)|dz ≤ Ct−1/2 (15)

to get

|Iα
S (t0, t, z0)| =

∣∣∣∣
∫ t

t0

∫

Rd

b1(t1, z1)D
α1P (t1 − t0, z1 − z0)I

α′

S′ (t1, t, z1)dz1dt1

∣∣∣∣

≤ Mn−1

Γ(n+1
2 )

∫ t

t0

(t − t1)
(n−1)/2

∫

Rd

|Dα1P (t1 − t0, z1 − z0)|dz1dt1

≤ Mn−1C

Γ(n+1
2 )

∫ t

t0

(t − t1)
(n−1)/2(t1 − t0)

−1/2dt1

=
Mn−1C

√
π(t − t0)

k/2

Γ(n
2 + 1)

.

The result follows if M is large enough.

2. For this case we can write

Iα
S (t0, t, z0) =

∫ t

t0

∫ t

t1

∫

Rd

∫

Rd

b1(t1, z1)b2(t2, z2)

× P (t1 − t0, z1 − z0)D
α1Dα2P (t2 − t1, z2 − z1)I

α′

S′ (t2, t, z2)dz1dz2dt2dt1.

We set h(t2, z2) := b2(t2, z2)I
α′

S′ (t2, z2)(t − t2)
1−n/2 so that by the inductive hypothesis

we have
‖h‖∞ ≤ Mn−2/Γ(n/2) .

Use this in the first part of Lemma 9 with g = b1 and integrate with respect to t2 first,
to get

|Iα
S (t0, t, z0)| ≤

CMn−2(t − t0)
n/2

nΓ(n/2)
,

and the result follows if M is large enough.

3. We have

Iα
S (t0, t, z0) =

∫

t0<...tm+2<t

∫

R(m+2)d

P (t1 − t0, z1 − z0)

m+2∏

j=1

bj(tj , zj)

×
m∏

j=2

DαjP (tj − tj−1, zj − zj−1)D
αm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)

× Iα′

S′ (tm+2, t, zm+2)dz1 . . . dzm+2dt1 . . . dtm+2 .
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Let h(tm+2, zm+2) = bm+2(tm+2, zm+2)I
α′

S′ (tm+2, t, z)(t − tm+2)
(2+m−n)/2, so that from

the inductive hypothesis we have ‖h‖∞ ≤ Mn−m−2/Γ((n − m)/2). Write

Ω(tm, zm) :=

∫ t

tm

∫ t

tm+1

∫

R2d

bm+1(tm+1, zm+1)h(tm+2, zm+2)

× (t − tm+2)
(n−m−2)/2DαmP (tm+1 − tm, zm+1 − z)

× Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)dzm+1dzm+2dtm+1dtm+2 ,

so that from Lemma (9) we have that

|Ω(tm, zm)| ≤ C(n − m)−1/2Mn−m−2(t − tm)(n−m−1)/2

Γ(n−m
2 )

.

Using this in

Iα
S (t0, t, z0) =

∫

t0<...tm+2<t

∫

R(m+2)d

P (t1 − t0, z1 − z0)

m∏

j=1

bj(tj , zj)

×
m−1∏

j=1

DαjP (tj − tj−1, zj − zj−1)Ω(tm, zm)dz1 . . . dzmdt1 . . . dtm ,

and using the bound (15) several times gives

|Iα
S (t0, t, z0)| ≤ Cm+1(n − m)−1/2 Mn−m−2

Γ((n − m)/2)

×
∫

t0<...tm<t
(t2 − t1)

−1/2 . . . (tm − tm−1)
−1/2(t − tm)(n−m−1)/2dt1 . . . dtm

= Cm+1(n − m)−1/2 Mn−m−2π(m−1)/2Γ(n−m+1
2 )

Γ(n−m
2 )Γ(n

2 + 1)
(t − t0)

n/2 ,

and the result follows when M is large enough, thus proving the induction step.

We are now ready to complete the proof of Proposition 7.

Proof of Proposition 7. Iterating the linearized equation (12) we obtain

∂

∂x
Xx

t = Id +
∞∑

n=1

∫

0<s1<...sn<t
b′(s1,X

x
s1

) : · · · : b′(sn,Xx
sn

)ds1 . . . dsn.

Let p ∈ [1,∞) and choose r, s ∈ [1,∞) such that sp = 2q for some integer q and 1
r + 1

s = 1.
Then by Girsanov’s theorem and Hölder’s inequality

E

[
| ∂

∂x
Xx

t |p
]

=E

[
|Id +

∞∑

n=1

∫

0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn|p

× E(

∫ 1

0
b(u, x + Bu)dBu)

]

≤ C1(‖b‖∞)

∥∥∥∥∥Id +

∞∑

n=1

∫

0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn

∥∥∥∥∥

p

Lsp(µ,Rd×d)

,
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where E(
∫ 1
0 b(u, x + Bu)dBu) is the Doleans-Dade exponential of the martingale

∫ 1
0 b(u, x +

Bu)dBu =
∑d

j=1

∫ 1
0 b(j)(u, x + Bu)dBj

u and C1 is a continuous increasing function.
Then we obtain

E| ∂

∂x
Xx

t |p

≤ C1(‖b‖∞)

∥∥∥∥∥Id +

∞∑

n=1

∫

0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn

∥∥∥∥∥

p

Lsp(µ,Rd×d)

≤ C1(‖b‖∞)


1 +

∞∑

n=1

d∑

i,j=1

d∑

l1,...ln−1=1

∥∥∥∥
∫

t<s1<···<sn<s

∂

∂xl1

b(i)(s1, x + Bs1)
∂

∂xl2

b(l1)(s2, x + Bs2) . . .

. . .
∂

∂xj
b(ln−1)(sn, x + Bsn)ds1 . . . dsn

∥∥∥∥
Lps(µ;R)

)p

.

Now consider the expression

A :=

∫

0<s1<···<sn<t

∂

∂xl1

b(i)(s1, x+Bs1)
∂

∂xl2

b(l1)(s2, x+Bs2) . . .
∂

∂xln

b(ln)(sn, x+Bsn)ds1 . . . dsn.

Then, using (deterministic) integration by parts, repeatedly, it is easy to see that A2 can be
written as a sum of at most 22n terms of the form

∫

0<s1<···<s2n<t
g1(s1) . . . g2n(s2n)ds1 . . . ds2n , (16)

where gl ∈
{

∂
∂xj

b(i)(·, x + B·) : 1 ≤ i, j ≤ d
}

, l = 1, 2 . . . 2n. Similarly, by induction it follows

that A2q

is the sum of at most 2q2qn terms of the form
∫

0<s1<···<s2n<t
g1(s1) . . . g2qn(s2qn)ds1 . . . ds2qn , (17)

Combining this with (10), we obtain the following estimate:

∥∥∥∥
∫

0<s1<···<sn<t

∂

∂xl1

b(i)(s1, x + Bs1)
∂

∂xl2

b(l1)(s2, x + Bs2) . . .
∂

∂xj
b(ln−1)(sn, x + Bsn)ds1 . . . dsn

∥∥∥∥
L2q

(µ;R)

≤
(

2q2qnC2qn‖b‖2qn
∞ t2

q−1n

Γ(2q−1n + 1)

)2−q

≤ 2qnCn‖b‖n
∞

((2q−1n)!)2−q .

Then it follows that

E

[
‖ ∂

∂x
Xx

t ‖p

]

≤ C1(‖b‖∞)

(
1 +

∞∑

n=1

dn+22qnCn‖b‖n
∞

((2q−1n)!)2−q

)p

= Cd,p(‖b‖∞).

The right hand side of this inequality is independent of x ∈ R
d, and the result follows.

As a consequence of Proposition 7 we obtain the following result:
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Corollary 11 Let Xs,x
. be the unique strong solution to the SDE (7) and q > 1 an integer.

Then there exists a constant C = C(d, ‖b‖∞ , q) < ∞ such that

E
[∣∣Xs1,x1

t1 − Xs2,x2
t2

∣∣q] ≤ C(|s1 − s2|q/2 + |t1 − t2|q/2 + |x1 − x2|q)

for all s1, s2, t1, t2, x1, x2.
In particular, there exists a continuous version of the random field (s, t, x) 7−→ Xs,x

t with
Hölder continuous trajectories of Hölder constant α < 1

2 in s, t and α < 1 in x, locally (see
[22]).

Proof. Let bn : [0, 1] × R
d −→ R

d, n ≥ 1 be a sequence of compactly supported smooth
functions and let b : [0, 1] × R

d −→ R
d be a bounded Borel measurable function. Suppose

that bn(t, x) −→ b(t, x) dt× dx−a.e. and such that |bn(t, x)| ≤ M < ∞ for all n, t, x for some
constant M .

Denote by Xn,s,x
. the solution of (7) associated with the coefficient bn, n ≥ 1. Without

loss of generality let 0 ≤ s1 < s2 < t1 < t2. Then

Xn,s1,x1
t1 − Xn,s2,x2

t2

= x1 − x2 +

∫ t1

s1

bn(u,Xn,s1,x1
u )du −

∫ t2

s2

bn(u,Xn,s2,x2
u )du

+(Bt1 − Bs1) − (Bt2 − Bs2)

= x1 − x2 +

∫ s2

s1

bn(u,Xn,s1,x1
u )du +

∫ t1

s2

bn(u,Xn,s1,x1
u )du

−
∫ t1

s2

bn(u,Xn,s2,x2
u )du −

∫ t2

t1

bn(u,Xn,s2,x2
u )du

+(Bt1 − Bt2) + (Bs2 − Bs1)

= x1 − x2 +

∫ s2

s1

bn(u,Xn,s1,x1
u )du −

∫ t2

t1

bn(u,Xn,s2,x2
u )du

+

∫ t1

s2

(bn(u,Xn,s1,x1
u ) − bn(u,Xn,s1,x2

u ))du

+

∫ t1

s2

(bn(u,Xn,s1,x2
u ) − bn(u,Xn,s2,x2

u ))du

+(Bt1 − Bt2) + (Bs2 − Bs1).

So due to the uniform boundedness of bn, n ≥ 1 we get

E[
∣∣Xn,s1,x1

t1 − Xn,s2,x2
t2

∣∣q]
≤ Cq(|x1 − x2|q + |s1 − s2|q/2 + |t1 − t2|q/2

E[

∣∣∣∣
∫ t1

s2

(bn(u,Xn,s1,x1
u ) − bn(u,Xn,s1,x2

u ))du

∣∣∣∣
q

]

+E[

∣∣∣∣
∫ t1

s2

(bn(u,Xn,s1,x2
u ) − bn(u,Xn,s2,x2

u ))du

∣∣∣∣
q

]). (18)

Using the fact that Xn,·,s
t is a stochastic flow of diffeomorphisms (see e.g. [22]), the mean
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value theorem and Proposition 7, we get

E[

∣∣∣∣
∫ t1

s2

(bn(u,Xn,s1,x1
u ) − bn(u,Xn,s1,x2

u ))du

∣∣∣∣
q

]

= |x1 − x2|q E[

∣∣∣∣
∫ t1

s2

∫ 1

0
(bp

n(u,Xn,s1,x1+τ(x2−x1)
u )

∂

∂x
Xn,s1,x1+τ(x2−x1)

u )dτdu

∣∣∣∣
q

]

≤ |x1 − x2|q
∫ 1

0
E[

∣∣∣∣
∫ t1

s2

(bp

n(u,Xn,s1,x1+τ(x2−x1)
u )

∂

∂x
Xn,s1,x1+τ(x2−x1)

u )du

∣∣∣∣
q

]dτ

= |x1 − x2|q
∫ 1

0
E[

∣∣∣∣
∂

∂x
X

n,s1,x1+τ(x2−x1)
t1 − ∂

∂x
Xn,s1,x1+τ(x2−x1)

s2

∣∣∣∣
q

]dτ

≤ Cq |x1 − x2|q sup
t∈[s1,1],x∈Rd

E[

∣∣∣∣
∂

∂x
Xn,s1,x

t1

∣∣∣∣
q

]

≤ Cd,q(‖b‖∞) |x1 − x2|q . (19)

Finally we observe that estimation of the last term of the right hand side of (18) can be
reduced to the previous case (19) by applying the Markov property, since

E[

∣∣∣∣
∫ t1

s2

(bn(u,Xn,s1,x2
u ) − bn(u,Xn,s2,x2

u ))du

∣∣∣∣
q

]

≤
∫ t1

s2

E[|bn(u,Xn,s1,x2
u ) − bn(u,Xn,s2,x2

u )|q]du

=

∫ t1

s2

E[E[|bn(u,Xn,s2,y
u ) − bn(u,Xn,s2,x2

u )|q]|y=X
n,s1,x2
s2

]du

≤ CE[
∣∣Xn,s1,x2

s2
− x2

∣∣q] = CE[
∣∣Xn,s1,x2

s2
− Xn,s1,x2

s1

∣∣q]
≤ Mq |s2 − s1|q/2

for a positive constant Mq < ∞.
Therefore, we have

E[
∣∣Xn,s1,x1

t1 − Xn,s2,x2
t2

∣∣q] ≤ Cq(|s1 − s2|q/2 + |t1 − t2|q/2 + |x1 − x2|q)

for a constant Cq independent of n.
To complete the proof, we use the fact that Xn,s1,x1

t1 → Xs1,x1
t1 and Xn,s2,x2

t2 → Xs2,x2
t2

in L2(µ) for n −→ ∞ (see [26]) together with Fatou’s lemma applied to a.e. convergent
subsequences of {Xn,s1,x1

t1 }∞n=1 and {Xn,s2,x2
t2 }∞n=1.

This concludes step one of our program.
We now proceed to Step 2.
As before, we continue to approximate the bounded Borel-measurable coefficient b by a

uniformly bounded sequence {bn}∞n=1 of smooth functions with compact support. We then
consider the corresponding sequence of solutions when b in (4) is replaced by bn and denoted
it by {Xn,·

t }∞n=1. The following lemma establishes relative compactness of the above sequence:

Lemma 12 For any ϕ ∈ C∞
0 (Rd; Rd) and t ∈ [0, 1] the sequence

〈Xn
t , ϕ〉 =

∫

Rd

〈Xn,x
t , ϕ(x)〉Rddx

17



is relatively compact in L2(Ω, µ). Moreover, there exists a subsequence converging to 〈Xt, ϕ〉
in L2(Ω, µ).

Proof. Denote by Ds the Malliavin derivative (see the Appendix) and by U the compact
support of ϕ. By noting the inequalities

E[|Ds〈Xn
t , ϕ〉|2] = E[|〈DsX

n
t , ϕ〉|2]

≤ ‖ϕ‖2
L2(Rd)|U | sup

x∈U
E[|DsX

n,x
t |2]

and
E[|Ds〈Xn

t , ϕ〉L2(Rd) − Ds′〈Xn
t , ϕ〉|2]

= E[|〈DsX
n
t − Ds′X

n
t , ϕ〉|2]

≤ ‖ϕ‖2
L2(Rd)|U | sup

x∈U
E[|DsX

n,x
t − Ds′X

n,x
t |2]

we can invoke Corollary 32 together with Lemma 3.5 [26] to obtain a subsequence 〈Xn(k)
t , ϕ〉L2(Rd)

converging in L2(Ω, µ) as k → ∞. Denote the limit by Y (ϕ).
Taking the S-transform (see [19] or [32]) for the definition; or alternatively just use the

Wiener transform on the Wiener space) of 〈Xn
t , ϕ〉 and 〈Xt, ϕ〉 (〈Xt, ϕ〉 is well-defined because

of Corollary 11) we see that for any φ ∈ S([0, 1]) (Schwartz test function space on [0, 1])

|S(〈Xn
t , ϕ〉)(φ) − S(〈Xt, ϕ〉)(φ)|2 = |〈S(Xn

t − Xt)(φ), ϕ〉|2

≤ ‖ϕ‖2
L2(Rd)

∫

U
|S(Xn,x

t − Xx
t )(φ)|2dx

≤ ‖ϕ‖2
L2(Rd)

∫

U
CE[Jn(x)] exp(68

∫ 1

0
|φ(s)|2ds)dx,

where C is a constant and

Jn(x) :=
d∑

j=1

(
2

∫ 1

0

(
b(j)
n (u, x + Bu) − b(j)(u, x + Bu)

)2
du

+

(∫ 1

0

∣∣∣(b(j)
n (u, x + Bu))2 − (b(j)(u, x + Bu))2

∣∣∣ du

)2
)

.

See [27] for a proof. Since {bn} is uniformly bounded, using dominated convergence, we get
that

〈Xn
t , ϕ〉 → 〈Xt, ϕ〉

in (S)∗ (Hida distribution space [19]), and in particular weakly in L2(Ω, µ). By uniqueness
of the limits we can conclude that

Y (ϕ) = 〈Xt, ϕ〉.

We are now able to finalize the proof of Proposition 6.
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Proof of Proposition 6. We know that {Xn,x
t }n∈N is relatively compact in L2(Ω, µ) for

each fixed t ∈ [0, 1] and x ∈ R
d. In particular, let t ∈ [0, 1] fixed and consider x = 0. Then

we can choose a subsequence such that

X
n(k),0
t → X0

t in L2(Ω, µ)

We now claim that for any ϕ ∈ C∞
0 (U), the following convergence

〈Xn(k)
t , ϕ〉 → 〈Xt, ϕ〉 in L2(Ω, µ)

holds for the same subsequence, {n(k)}. To see this, assume that there exists a ϕ ∈ C∞
0 (U),

an ǫ > 0 and a subsequence n(k(j)) such that

‖〈Xn(k(j))
t , ϕ〉 − 〈Xt, ϕ〉‖L2(Ω) ≥ ǫ

By Lemma (12) we may extract a further subsequence 〈Xn(k(j))
t , ϕ〉 converging to 〈Xt, ϕ〉

giving the desired contradiction.
Using Proposition (7), we have

sup
k

E

[
| ∂

∂x
X

n(k),x
t |p

]
< ∞.

Hence there exists a subsequence of ∂
∂xX

n(k),x
t (still denoted by n(k) for simplicity) converging

in the weak topology of L2(Ω, Lp(U)) to an element Y . Then we have for any A ∈ F and
ϕ ∈ C∞

0 (U)

E[1A〈Xt, ϕ
′〉] = lim

k→∞
E[1A〈Xn(k)

t , ϕ′〉]

= lim
k→∞

−E[1A〈
∂

∂x
X

n(k)
t , ϕ〉] = −E[1A〈Y,ϕ〉].

Hence we have
〈Xt, ϕ

′〉 = −〈Y,ϕ〉
P -a.s. for every ϕ ∈ C∞

0 which gives the result.

Remark 13 By a similar argument to the above proof we can show that there exists a sub-
sequence {n(k)} such that

X
n(k),x
t → Xx

t

in L2(Ω) for all (t, x) ∈ [0, 1] × R
d.

We now return to the weighted Sobolev spaces. Using the same techniques as in the above
lemma, we prove the following

Lemma 14 For all p ∈ (1,∞) we have

X ·
t ∈ L2(Ω,W 1,p(Rd, w))
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Proof. For simplicity, we consider the case d = 1. It suffices to show that E[(
∫
| ∂
∂xXx

t |pw(x)dx)2/p] <
∞. To this end, let Xn,x

t denote the sequence approximating Xx
t as in the previous lemma.

Assume first that p ≥ 2. Then by Hölder’s inequality w.r.t. the Wiener measure µ we have

E[(

∫
| ∂

∂x
Xn,x

t |pw(x)dx)2/p]

≤
(

E[

∫
| ∂

∂x
Xn,x

t |pw(x)dx

)2/p

≤ (

∫
w(x)dx)p/2 sup

x∈Rd

E[| ∂

∂x
Xn,x

t |p].

For 1 < p ≤ 2, by Hölder’s inequality w.r.t. w(x)dx we have

E[(

∫
| ∂

∂x
Xn,x

t |pw(x)dx)2/p] ≤ (

∫
w(x)dx)(4−p)/2 sup

x∈Rd

E[| ∂

∂x
Xn,x

t |2].

In both cases we can find a subsequence converging to an element Y ∈ L2(Ω, Lp(Rd, w))
in the weak topology, in particular for every A ∈ F and f ∈ Lq(Rd, w) (q is the Sobolev
conjugate of p) we have

lim
k→∞

E[1A

∫
∂

∂x
X

n(k),x
t f(x)w(x)dx] = E[1A

∫
Y (x)f(x)w(x)dx]

by choosing f such that fw ∈ Lq(R, dx) (e.g. put f(x) = e−w(x)ϕ(x) for ϕ ∈ C∞
0 (R)), it

follows that Y must coincide with the weak derivative of Xx
t . This proves the lemma.

We now complete the proof of our main theorem in this section (Theorem (3)) and its
corollary:

Proof of Theorem 3. Denote by R × R × R
d ∋ (s, t, x) 7−→ φs,t(x) ∈ R

d the continuous
version of the solution map (s, t, x) 7−→ Xs,x

t provided by Corollary 11. Let Ω∗ be the set
of all ω ∈ Ω such that the SDE (7) has a unique spatially Sobolev differentiable family of
solutions. Then by completeness of the probability space (Ω,F , µ), it follows that Ω∗ ∈ F
and µ(Ω∗) = 1. Furthermore, by uniqueness of solutions of the SDE (7), it is easy to check
that the following two-parameter group property

φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω), φs,s(x, ω) = x, (20)

holds for all s, u, t ∈ R, all x ∈ R
d and all ω ∈ Ω∗. Finally, we apply Lemma 14 and use the

relation φs,t(·, ω) = φ−1
t,s (·, ω), to complete the proof of the theorem.

Proof of Corollary 5. Let Ω∗ denote the set of full Wiener measure introduced in the
above proof of Theorem 3. We claim that θ(t, ·)(Ω∗) = Ω∗ for all t ∈ R. To see this, let
ω ∈ Ω∗ and fix an arbitrary t1 ∈ R. Then from the autonomous SDE (11) it follows that

Xt1,x
t+t1

(ω) = x +

∫ t+t1

t1

b(Xt1,x
u (ω))du + Bt+t1(ω) − Bt1(ω), t1, t ∈ R, (21)

By the helix property of B and a simple change of variable the above relation implies

Xt1,x
t+t1

(ω) = x +

∫ t

0
b(Xt1,x

u+t1
(ω))du + Bt(θ(t1(ω))), t ∈ R, (22)
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The above relation implies that the SDE (11) admits a Sobolev differentiable family of so-
lutions when ω is replaced by θ(t1, ω). Hence θ(t1, ω) ∈ Ω∗. Thus θ(t1, ·)(Ω∗) ⊆ Ω∗, and
since t1 ∈ R is arbitrary, this proves our claim. Furthermore, using uniqueness in the integral
equation (21) it follows that

Xt1,x
t2+t1

(ω) = X0,x
t2

(θ(t1, ω)) (23)

for all t1, t2 ∈ R, all x ∈ R
d and ω ∈ Ω∗. To prove the following cocycle property for all

ω ∈ Ω∗

φ0,t1+t2(·, ω) = φ0,t2(·, θ(t1, ω)) ◦ φ0,t1(·, ω)

we rewrite the identity (23) in the form

φt1,t1+t2(x, ω) = φ0,t2(x, θ(t1, ω)), t1, t2 ∈ R, x ∈ R
d, ω ∈ Ω∗, (24)

replace x by φ0,t1(x, θ(t1, ω)) in the above identity and invoke the two-parameter flow property
(20). This completes the proof of Corollary 5.

Finally, we give an extension of Theorem 3 to a class of non-degenerate d−dimensional
Itô-diffusions.

Theorem 15 Consider the time-homogeneous R
d−valued SDE

dXx
t = b(Xx

t )dt + σ(Xx
t )dBt, Xx

0 = x ∈ R
d, 0 ≤ t ≤ 1, (25)

where the coefficients b : R
d −→ R

d and σ : R
d −→ R

d× R
dare Borel measurable. Suppose

that σ(x) has an inverse σ−1(x) for all x ∈ R
d. Further assume that σ−1 : R

d −→ R
d× R

d is
continuously differentiable such that

∂

∂xk
σ−1

lj =
∂

∂xj
σ−1

lk

for all l, k, j = 1, ..., d. In addition, require that the function Λ : R
d −→ R

d defined by

Λ(x) :=

∫ 1

0
σ−1(tx) · xdt

possesses a Lipschitz continuous inverse Λ−1 : R
d −→ R

d. Let DΛ : R
d −→ L

(
R

d, Rd
)

and
D2Λ : R

d −→ L
(
R

d × R
d, Rd

)
be the existing corresponding derivatives of Λ.

Assume that the function b∗ : R
d −→ R

d given by

b∗(x) := DΛ
(
Λ−1 (x)

) [
b(Λ−1 (x))

]

+
1

2
D2Λ

(
Λ−1 (x)

)
[

d∑

i=1

σ(Λ−1 (x)) [ei] ,

d∑

i=1

σ(Λ−1 (x)) [ei]

]

is bounded and Borel measurable, where ei, i = 1, ..., d, is a basis of R
d.

Then there exists a stochastic flow (s, t, x) 7−→ φs,t(x) of the SDE (25) such that

φs,t(·) ∈ L2(Ω,W p(Rd, w))

for all 0 ≤ s ≤ t ≤ 1 and all p > 1.
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Proof. Because of our assumptions we see that Λ−1 is twice continuously differentiable and
that

DΛ(y)σ(y) = Id

for all y ∈ R
d.

Then Itô’s Lemma applied to (1) implies that

dY x
t = DΛ

(
Λ−1 (Y x

t )
) [

b(Λ−1 (Y x
t ))
]

+
1

2
D2Λ

(
Λ−1 (Y x

t )
)
[

d∑

i=1

σ(Λ−1 (Y x
t )) [ei] ,

d∑

i=1

σ(Λ−1 (Y x
t )) [ei]

]
dt + dBt ,

Y x
0 = Λ(x) , 0 ≤ t ≤ 1,

where Y x
t = Λ(Xx

t ) . Because of Theorem 3 and a chain rule for functions in Sobolev spaces
(see e.g. [40]) there exists a stochastic flow (s, t, x) 7−→ φs,t(x) of the SDE (25) such that

φs,t(·) ∈ L2(Ω,W p(Rd, w)) for all 0 ≤ s ≤ t ≤ 1 and all p > 1.

3 Application to the Stochastic Transport Equation

In this section we will study the stochastic transport equation

{
dtu(t, x)+ (b(t, x) · Du(t, x))dt +

∑d
i=1 ei · Du(t, x) ◦ dBi

t = 0
u(0, x) = u0(x),

(26)

where e1, . . . ed is the canonical basis of R
d, b : [0, 1]×R

d → R
d is a given bounded measurable

vector field and u0 : R
d → R is a given initial data. The stochastic integration is understood

in the Stratonovich sense.
In [22] it is proved that for smooth data and sufficiently regular vector field b, (26) has

an explicit solution u(t, x) = u0(φ
−1
t (x)) where φt(x) is the flow map generated by the strong

solutions (Xx
t )t≥0 of the SDE (1). In fact this solution of the transport equation is strong in

the sense that u(t, ·) is differentiable everywhere in x almost surely for all t, and it satisfies
the integral equation

u(t, x) +

∫ t

0
Du(s, x) · b(s, x)ds +

d∑

i=1

∫ t

0
ei · Du(s, x) ◦ dBi

s = u0(x)

almost surely, for every t.
We shall use the following notion of weak solution (cf. Definition 12 in [14].

Definition 16 Let b be bounded and measurable and u0 ∈ L∞(Rd). A differentiable, weak
L∞-solution of the transport equation (26) is a stochastic process u ∈ L∞(Ω× [0, 1]×R

d) such
that, for every t, the function u(t, ·) is weakly differentiable a.s. with sup0≤s≤1,x∈Rd E[|Du(s, x)|4] <

∞ and for every test function θ ∈ C∞
0 (Rd), the process

∫
Rd θ(x)u(t, x)dx has a continuous
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modification which is an Ft-semi-martingale and

∫

Rd

θ(x)u(t, x)dx =

∫

Rd

θ(x)u0(x)dx

−
∫ t

0

∫

Rd

Du(s, x) · b(s, x)θ(x)dxds

+
d∑

i=1

∫ t

0

(∫

Rd

u(s, x)Diθ(x)dx

)
◦ dBi

s, (27)

where Du(t, x) is the weak derivative of u(t, x) in the space-variable.

Our definition of weak solution differs slightly from that in [14] due to the fact that we do
not require any regularity on the coefficient b except Borel measurability and boundedness.
To compensate for it, the expression depends on the weak derivative of u(t, x).

It is easy to see that equation (26) can be written in the equivalent Itô form:

Lemma 17 A process u ∈ L∞(Ω × [0, 1] × R
d) is a differentiable, weak L∞ solution of

the transport equation (26) if and only if, for every test function θ ∈ C∞
0 (Rd), the process∫

Rd θ(x)u(t, x)dx has a continuous Ft-adapted modification and

∫

Rd

θ(x)u(t, x)dx =

∫

Rd

θ(x)u0(x)dx

−
∫ t

0

∫

Rd

Du(s, x) · b(s, x)θ(x)dxds

+

d∑

i=1

∫ t

0

(∫

Rd

u(s, x)Diθ(x)dx

)
dBi

s

+
1

2

∫ t

0

∫

Rd

u(s, x)∆θ(x)dxds.

The main result of this section is the following existence and uniqueness theorem for
solutions of the stochastic transport equation (26):

Theorem 18 Let b be bounded and Borel measurable. Suppose u0 ∈ C1
b (Rd). Then there ex-

ists a unique W 1,∞ weak solution u(t, x) to the stochastic transport equation (26). (Moreover,
for fixed t and x, this solution is Malliavin-differentiable.)

Remark 19 As noted in [14], the deterministic transport equation is generally ill-posed un-
der the conditions of Theorem 18. It is remarkable that Brownian forcing on the transport
equation induces uniqueness and regularity of the solution.

We shall prove Theorem (18) using a sequence bn : [0, 1]×R
d → R

d of uniformly bounded
sequence of smooth functions with compact support converging almost everywhere to b. We
then study the corresponding sequence of solutions of the transport equation (26) when b is
replaced by bn.

For the rest of this section we denote by φt the flow of the SDE (1) driven by the vector
field b, and by φn,t the flow of the SDE (1) with bn in place of b.
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Following Remark (13), we will from now on assume that {φn,s(x)} is the subsequence
chosen independently of s and x. In particular, reference to ‘convergence of a sequence’
indicates the ‘convergence of a subsequence’ of the sequence in question.

We begin with the following lemma:

Lemma 20 Let u0 ∈ C1
b (Rd) and f ∈ L1(Rd). Then the sequence

(∫

Rd

u0(φ
−1
n,s(x))f(x)dx

)

n≥1

converges to
∫

Rd u0(φ
−1
s (x))f(x)dx in L2(Ω) for every s ∈ [0, 1].

Proof. Consider

‖
∫

Rd

u0(φ
−1
n,s(x))f(x)dx −

∫

Rd

u0(φ
−1
s (x))f(x)dx‖L2(Ω)

≤
∫

Rd

‖u0(φ
−1
n,s(x)) − u0(φ

−1
s (x))‖L2(Ω)|f(x)|dx

We have ‖u0(φ
−1
n,s(x)) − u0(φ

−1
s (x))‖L2(Ω) ≤ ‖Du0‖∞‖φ−1

n,s(x) − φ−1
s (x)‖L2(Ω) which goes to

zero for every s and x by remark 13. Now

‖u0(φ
−1
n,s) − u0(φ

−1
s )‖L2(Ω)|f | ≤ 2‖u0‖∞|f | ∈ L1(Rd)

and the result follows by dominated convergence.

We also need the following result (see Theorem 2 in [17] and also [35], [36]):

Theorem 21 Let U be open subset of R
d and f ∈ W 1,d(U) be a homeomorphism. Then f

satisfies the Lusin’s condition, that is

E ⊂ U , |E| = 0 =⇒ |f(E)| = 0.

Here |A| stands for the Lebesgue measure of a set A.
Moreover, for every measurable function g : U −→ [0,∞) and measurable set E ⊂ U the
following change of variable formula is valid:

∫

E
(g ◦ f) |detJf | dx =

∫

f(E)
g(y)dy,

where detJf is the determinant of the Jacobian of f .

Remark 22 The random diffeomorphisms φt(·), φ−1
t (·) ∈ W 1,p

loc (Rd) a.e. satisfy the condi-
tions of Theorem 21 on each bounded and open subset U of R

d.

We are now ready to prove Theorem 18:

Proof of Theorem 18.

24



1. Existence of a weak solution:

We consider the approximation {bn} of b as described in Corollary 13. Then we know that
there exists a unique strong solution to the transport equation (26) when b is replaced by bn,
which is uniquely given by un(t, x) = u0(φ

−1
n,t(x)), n ≥ 1. In particular, un is a differentiable,

weak L∞-solution, such that for every θ ∈ C∞(Rd)
∫

Rd

θ(x)un(t, x)dx =

∫

Rd

θ(x)u0(x)dx

−
∫ t

0

∫

Rd

Dun(s, x) · bn(s, x)θ(x)dxds

+
d∑

i=1

∫ t

0

(∫

Rd

un(s, x)Diθ(x)dx

)
dBi

s

+
1

2

∫ t

0

∫

Rd

un(s, x)∆θ(x)dxds.

(28)

Let’s now define u(t, x) := u0(φ
−1
t (x)) so that u ∈ L∞(Ω × [0, 1] × R

d), and u(t, ·) is weakly
differentiable, a.s. We now let n go to infinity to get that u(t, x) is a solution of the transport
equation.

The following two limits exist in L2(Ω) by Lemma 20 and dominated convergence:
∫

Rd

θ(x)un(t, x)dx →
∫

Rd

θ(x)u(t, x)dx

∫ t

0

∫

Rd

un(s, x)∆θ(x)dxds →
∫ t

0

∫

Rd

u(s, x)∆θ(x)dxds

By the Itô isometry we have

d∑

i=1

∫ t

0

(∫

Rd

un(s, x)Diθ(x)dx

)
dBi

s →
d∑

i=1

∫ t

0

(∫

Rd

u(s, x)Diθ(x)dx

)
dBi

s

in L2(Ω). Finally, we claim that

∫ t

0

∫

Rd

Dun(s, x) · bn(s, x)θ(x)dxds →
∫ t

0

∫

Rd

Du(s, x) · b(s, x)θ(x)dxds

in L2(Ω). To see this observe that

(∫ t

0

∫

Rd

Dun(s, x) · bn(s, x)θ(x)dxds

)

n

is convergent in L2(Ω) because of the convergence of the other terms in equality (28). Then
the claim is proved once we show that

∫ t
0

∫
Rd Dun(s, x) · bn(s, x)θ(x)dxds converges weakly

to
∫ t
0

∫
Rd Du(s, x) · b(s, x)θ(x)dxds. Then the strong and weak limit must coincide.

To prove weak convergence, we write the difference in three parts, namely:

∫ t

0

∫

Rd

Dun(s, x) · bn(s, x)θ(x)dxds −
∫ t

0

∫

Rd

Du(s, x) · b(s, x)θ(x)dxds
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=

∫ t

0

∫

Rd

Dun(s, x) · bn(s, x)θ(x)dxds −
∫ t

0

∫

Rd

Dun(s, x) · b(s, x)θ(x)dxds

+

∫ t

0

∫

Rd

Du0(φ
−1
n,s(x))Dφ−1

n,s(x)·b(s, x)θ(x)dxds−
∫ t

0

∫

Rd

Du0(φ
−1
s (x))Dφ−1

n,s(x)·b(s, x)θ(x)dxds

+

∫ t

0

∫

Rd

Du0(φ
−1
s (x))Dφ−1

n,s(x)·b(s, x)θ(x)dxds−
∫ t

0

∫

Rd

Du0(φ
−1
s (x))Dφ−1

s (x)·b(s, x)θ(x)dxds

= (i)n + (ii)n + (iii)n

We shall deal with these terms separately.
(α): The first term (i)n converges to 0 strongly in L2(Ω) as n → ∞, since by Hölder’s

inequality and Fubini’s theorem

E[(i)2n] = E

[(∫ t

0

∫

Rd

Dun(s, x) · (bn(s, x) − b(s, x))θ(x)dxds

)2
]

≤
∫ t

0

∫

Rd

E[|Dun(s, x)|2]|bn(s, x) − b(s, x)|2|θ(x)|dx‖θ‖L1(R)

We have that
E[|Dun(s, x)|2] ≤ ‖Du0‖2

∞E[|Dφ−1
n,s(x)|2]

which is uniformly bounded in n, s and x by Proposition 7. Then, using dominated conver-
gence, we obtain lim

n→∞
(i)n = 0.

(β): The second term converges strongly to 0 in L2(Ω), because of the following estimates:

E[(ii)2n] ≤ ‖b‖2
∞E[

(∫ t

0

∫

Rd

|Du0(φ
−1
n,s(x)) − Du0(φ

−1
s (x))||Dφ−1

n,s(x)||θ(x)|dxds

)2

≤ ‖b‖2
∞t‖θ‖L1(Rd)

∫ t

0

∫

Rd

E[|Du0(φ
−1
n,s(x)) − Du0(φ

−1
s (x))|2|Dφ−1

n,s(x)|2]|θ(x)|dxds

≤ ‖b‖2
∞t‖θ‖L1(Rd)

∫ t

0

∫

Rd

(
E[|Du0(φ

−1
n,s(x)) − Du0(φ

−1
s (x))|4]

)1/2 (
E[|Dφ−1

n,s(x)|4]
)1/2 |θ(x)|dxds

≤ ‖b‖2
∞t‖θ‖L1(Rd) sup

k,r,y

(
E[|Dφ−1

k,r(y)|4]
)1/2

×
∫ t

0

∫

Rd

(
E[|Du0(φ

−1
n,s(x)) − Du0(φ

−1
s (x))|4]

)1/2 |θ(x)|dxds.

The above estimates are consequences of Hölder’s inequality. Since Du0 is bounded and con-
tinuous, the right hand side of the above inequality converges to 0 by dominated convergence.

(γ): For the last term, let X ∈ L2(Ω) and consider

E[(iii)nX] =

∫ t

0
E[

∫

Rd

Du0(φ
−1
s (x))(Dφ−1

n,s(x) − Dφ−1
s (x)) · b(s, x)θ(x)Xdx]ds

Now, for each s, since Du0, b and θ are bounded and Dφ−1
s is the weak limit of Dφ−1

n,s, this
expression tends to 0 as n → ∞.
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2. Uniqueness of weak solutions:

Let us assume that u is a weak solution to the stochastic transport equation (27) with
sup0≤s≤1,x∈Rd E[|Du(s, x)|4] < ∞. We will show that

u(t, x) = u0(φ
−1
t (x) a.e.

This will guarantee uniqueness of the solution to the transport equation. So let V be a
bounded and open subset of R

d and consider for the locally integrable function u(t, ·) on R
d

its mollification

uǫ(t, x) = (u ∗ ηǫ) =

∫

Rd

u(t, y)ηǫ(x − y)dy,

with respect to the standard mollifier η.
We observe that uǫ satisfies the equation

uǫ(t, x) = u0,ǫ(x) −
∫ t

0
(b · Du)ǫ(s, x)ds −

∫ t

0
(Du)ǫ(s, x) ◦ dBs.

Then using the Itô-Ventzell formula applied to uǫ and φt(x) (see [22]) gives

uǫ(t, φt(x)) = u0,ǫ(x) +

∫ t

0
((Du)ǫ(s, φs(x)) · b(s, φs(x)) − (b · Du)ǫ(s, φs(x)))ds. (29)

Now let τ ∈ L∞(Ω) and θ be a smooth function with compact support in V . Then it
follows from (29) that

E[τ

∫

V
θ(x)uǫ(t, φt(x))dx]

= E[τ

∫

V
θ(x)u0,ǫ(x)dx] (30)

+E[τ

∫ t

0

∫

V
θ(x)((Du)ǫ(s, φs(x)) · b(s, φs(x)) − (b · Du)ǫ(s, φs(x)))dxds]. (31)

Using Theorem 21 applied to φ−1
t (·) we obtain

E[τ

∫ t

0

∫

V
θ(x)((Du)ǫ(s, φs(x)) · b(s, φs(x)) − (b · Du)ǫ(s, φs(x)))dxds]

= E[τ

∫ t

0

∫

Rd

χφs(V )(x)θ(φ−1
s (x))((Du)ǫ(s, x) · b(s, x) − (b · Du)ǫ(s, x))

∣∣det(Jφ−1
s (x))

∣∣ dxds]

= I1 + I2, (32)

where

I1 := E[τ

∫ t

0

∫

Rd

χφs(V )(x)θ(φ−1
s (x))((Du)ǫ(s, x) · b(s, x))

∣∣det(Jφ−1
s (x))

∣∣ dxds] (33)

and

I2 := −E[τ

∫ t

0

∫

Rd

χφs(V )(x)θ(φ−1
s (x))(b · Du)ǫ(s, x)

∣∣det(Jφ−1
s (x))

∣∣ dxds]. (34)
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Since V is bounded, there exists a n ∈ N such that V ⊂ V ⊂ W := (−n, n)d. Then we get

‖(Du)ǫ‖L2(φs(V )) ≤ ‖Du‖L2(φs(W )) ,

‖(b · Du)ǫ‖L2(φs(V )) ≤ ‖b · Du‖L2(φs(W ))

≤ ‖b‖∞ ‖Du‖L2(φs(W )) . (35)

Using (35), Hölder’s inequality, Fubini’s theorem and Theorem 21, we obtain

I1 ≤ CE[

∫ t

0
(

∫

Rd

(χφs(V )(x)θ(φ−1
s (x))b(s, x)

∣∣det(Jφ−1
s (x))

∣∣)2dx)
1
2

·(
∫

Rd

χφs(W )(x) |Du(s, x)|2 dx)
1
2 ds]

≤ C

∫ t

0
E[

∫

Rd

(χφs(V )(x)θ(φ−1
s (x))b(s, x)

∣∣det(Jφ−1
s (x))

∣∣)2dx]
1
2

·E[

∫

Rd

χφs(W )(x) |Du(s, x)|2 dx]
1
2 ds

≤ C

∫ t

0
E[

∫

Rd

χφs(V )(x)
∣∣det(Jφ−1

s (x))
∣∣2 dx]

1
2

·E[

∫

Rd

χφs(W )(x) |Du(s, x)|2 dx]
1
2 ds

≤ C

∫ t

0
(

∫

Rd

E[χφs(V )(x)]
1
2 E[
∣∣det(Jφ−1

s (x))
∣∣4] 1

2 dx)
1
2

·(
∫

Rd

E[χφs(W )(x)]
1
2 E[|Du(s, x)|4] 1

2 dx)
1
2 ds

≤ C sup
0≤s≤1,x∈Rd

E[
∣∣det(Jφ−1

s (x))
∣∣4] 1

2 sup
0≤s≤1,x∈Rd

E[|Du(s, x)|4] 1
2

·
∫ t

0
(

∫

Rd

E[χφs(V )(x)]
1
2 dx)ds

≤ C

∫ t

0
(

∫

Rd

E[χφs(V )(x)]
1
2 dx)ds (36)

for a constant C depending on the sizes of V , θ and b, since

sup
0≤s≤1,x∈Rd

E[
∣∣det(Jφ−1

s (x))
∣∣4] ≤ M < ∞

because of Lemma 7 applied to φ−1
s (x).

Further, it follows from Girsanov’s theorem, Hölder’s inequality and the symmetry of the
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distribution of the Brownian motion that
∫ t

0

∫

Rd

E[χφs(W )(x)]
1
2 dxds

=

∫ t

0

∫

Rd

(µ(φ−1
s (x) ∈ W ))

1
2 dxds

≤ C

∫ t

0

∫

Rd

(µ(Bs + x ∈ W ))
1
4 dxds

= C

∫ t

0

∫

Rd

(µ(Bs + x ∈ (−n, n)d)
1
4 dxds

≤ C

∫ t

0
(2

∫ ∞

0
(1 − Φ(

−n + y√
s

))
1
4 dy)dds, (37)

where Φ is the standard normal distribution function.
On the other hand we know that

1 − Φ(x) ≤ 1

2πx
exp(−x2/2)

for all x > 0 (see [3]).
So

∫ t

0

∫

Rd

E[χφs(W )(x)]
1
2 dxds

≤ C

∫ t

0
(2

∫ n

0
(1 − Φ(

−n + y√
s

))
1
4 dy + 2

∫ ∞

n
(1 − Φ(

−n + y√
s

))
1
4 dy)dds

≤ K

∫ t

0
((

∫ n

0
(1 − Φ(

−n + y√
s

))
1
4 dy)d + (

∫ ∞

n
(1 − Φ(

−n + y√
s

))
1
4 dy)d)ds

≤ M(1 +

∫ t

0
(

∫ ∞

n
(

√
s

2π(y − n)
exp(−(y − n)2/2s))

1
4 dy)d)ds)

= M(1 +

∫ t

0
(

∫ ∞

0
(

√
s

2πy
exp(−y2/2s))

1
4 dy)d)ds)

= M(1 +

∫ t

0
(

∫ ∞

0

√
s(

1

2πy
exp(−y2/2))

1
4 dy)d)ds)

≤ L < ∞. (38)

Furthermore, since
(Du)ǫ −→ Du in Lp

loc(R
d)

for all p > 1 and since
∫

Rd

(χφs(V )(x)θ(φ−1
s (x))b(s, x)

∣∣det(Jφ−1
s (x))

∣∣)2dx < ∞ a.e.

because of the above estimates, we obtain
∫

Rd

χφs(V )(x)θ(φ−1
s (x))((Du)ǫ(s, x) · b(s, x))

∣∣det(Jφ−1
s (x))

∣∣ dx

−→
∫

Rd

χφs(V )(x)θ(φ−1
s (x))((Du)(s, x) · b(s, x))

∣∣det(Jφ−1
s (x))

∣∣ dx
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for ǫ ց 0 µ × ds−a.e.
On the other hand the latter expression w.r.t. ǫ is dominated by the integrable term

(

∫

Rd

(χφs(V )(x)θ(φ−1
s (x))b(s, x)

∣∣det(Jφ−1
s (x))

∣∣)2dx)
1
2 (

∫

Rd

χφs(W )(x) |Du(s, x)|2 dx)
1
2 .

So using dominated convergence it follows from (36) and (38) that

I1 = I1(ǫ) −→ (39)

E[τ

∫ t

0

∫

Rd

χφs(V )(x)θ(φ−1
s (x))((Du)(s, x) · b(s, x))

∣∣det(Jφ−1
s (x))

∣∣ dxds]

for ǫ ց 0.

Similarly to I1 we also get

I2 = I2(ǫ) −→ (40)

−E[τ

∫ t

0

∫

Rd

χφs(V )(x)θ(φ−1
s (x))(b · Du)(s, x)

∣∣det(Jφ−1
s (x))

∣∣ dxds]

for ǫ ց 0

and

E[τ

∫

V
θ(x)uǫ(t, φt(x))dx] −→ E[τ

∫

V
θ(x)u(t, φt(x))dx] (41)

as ǫ ց 0.
In addition, because of the assumptions on u0 it is clear that

E[τ

∫

V
θ(x)u0,ǫ(x)dx] −→ E[τ

∫

V
θ(x)u0(x)dx]

as ǫ ց 0.
Altogether we can conclude that

E[τ

∫

Rd

θ(x)u(t, φt(x))dx = E[τ

∫

Rd

θ(x)u0(x)dx]

for all τ ∈ L∞(Ω) and compactly supported smooth functions θ. Hence

u(t, φt(x)) = u0(x)

µ × dx−a.e.
Since φ−1

t (·) satisfies the Lusin condition in Theorem 21 on bounded open subsets we can
find a Ω∗ with µ(Ω∗) = 1 such that for all ω ∈ Ω∗

u(t, x) = u0(φ
−1
t (x)) dx − a.e.

Due to the continuity of u with respect to time the latter relation also holds uniformly in t.
Finally, the Malliavin differentiability of (a version) of u(t, x) is a consequence of the fact

that φ−1
t (x) is Malliavin differentiable (see [26]) and of the chain rule for Malliavin derivatives

(see [31]).
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4 Application to ODE’s

In this section we employ the approach developed in Section 2 to study the existence of
absolutely continuous solutions x 7−→ Xx

t of the time-homogeneous (deterministic) ODE

dXx
t = b(Xx

t )dt,X0 = x ∈ R, t ∈ R, (42)

where b : R −→ R is a discontinuous function. More precisely, we show that the sequence of
solutions Xn,x

. , n ≥ 1 to the perturbed equation

dXn,x
t = b(Xn,x

t )dt +
1

n
dBt,X

n,x
0 = x ∈ R, t ∈ R,

converge to a solution Xn,x
. of the ODE (42). Furthermore, we show that this family of

solutions to the ODE is absolutely continuous in x ∈ R.
We begin with the following observation:

Proposition 23 Let b = (b1, ..., bd) : [0, 1] × R
d −→ R

d be a bounded Borel measurable
function with at most countably many points of discontinuities in the space variable uniformly
in time. Further, suppose that there exist constants mi > 0, i = 1, ..., d such that for each i

either mi ≤ bi(t, y) for all t, y or bi(t, y) ≤ −mi for all t, y. (43)

Then there exists for all initial values x ∈ R
d a solution to the ODE

dXx
t = b(t,Xx

t )dt,X0 = x, 0 ≤ t ≤ 1. (44)

Proof. By a result of A. Y. Veretennikov [39] we know that the perturbed equation

dXn,x
t = b(t,Xn,x

t )dt +
1

n
dBt,X

n,x
0 = x ∈ R

d, 0 ≤ t ≤ 1

has a unique strong solution Xn,x
. with continuous paths for all n ≥ 1.

On the other hand, we also know that the Brownian paths are α−Hölder continuous a.e.
for all α < 1

2 See e.g. [20]. Let us fix a ω in some Ω∗ with µ(Ω∗) = 1 on which all those
solutions and Brownian paths are concentrated. Then there exists a constant C = C(ω) < ∞
such that for all 0 ≤ t1, t2 ≤ 1 and n ≥ 1

∣∣Xn,x
t1 − Xn,x

t2

∣∣ ≤ M |t1 − t2| +
C

n
|t1 − t2|α

≤ M |t1 − t2| + C |t1 − t2|α

for a constant M < ∞. Clearly, we also have

sup
0≤t≤1

|Xn,x
t | ≤ M < ∞

uniformly in n for some M. So it follows from the theorem of Arzela-Ascoli that

Xnk ,x
. −→

k−→∞
Xx

. = (Xx,(1)
. , ...,Xx,(d)

. ) in C([0, 1]; Rd)
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for some subsequence {nk}∞k=1 of {n}∞n=1. Thus

X
x,(j)
t = xj + lim

n−→∞

∫ t

0
bj(s,X

nk ,x
s )ds

for all t ∈ [0, 1], j ∈ {1, 2, · · · , d}. So we obtain from (??) that for each 1 ≤ j ≤ d either

X
x,(j)
t1 − X

x,(j)
t2 = lim

n−→∞

∫ t2

t1

bj(s,X
nk ,x
s )ds ≥ mj > 0, t1 < t2

or

X
x,(j)
t1 − X

x,(j)
t2 = lim

n−→∞

∫ t2

t1

bj(s,X
nk ,x
s )ds ≤ −mj < 0, t1 < t2.

So any of the components X
x,(j)
· of Xx

. is a bijection on [0, 1]. Hence X
x,(j)
t can only hit the

j−th projection of the points of discontinuities of b in the space variable at most countably
many times for t ∈ [0, 1]. Therefore Xx

t doesn’t hit the discontinuity points of b t−a.e. Finally,
using dominated convergence we get

Xx
t = x +

∫ t

0
b(s,Xx

s )ds, 0 ≤ t ≤ 1.

.

Remark 24 In [38] it is shown that even if b : [0,∞) −→ [a, b] with a > 0 is Borel measur-
able, then the ODE (44) has a solution in [0,∞).

In the sequel let us denote by
∫ t

0

∫

R

f(s, y)LXx

(ds, dy) (45)

the integral of a bounded measurable function f : [0, 1] × R −→ R with respect to the local
time LXx

(ds, dy) of Xx := X0,x (in time and space). For more information about local
time-space integration the reader is referred to [9] or [37].

We also need the following auxiliary result:

Lemma 25 Let b : R −→ R be a bounded Borel measurable function and let (bn)n≥1 ⊂
C∞

0 (R) be a sequence of functions such that

bn(y) −→
n−→∞

b(y) a.e.,

and
|bn(y)| ≤ C

for all n ≥ 1, y ∈ R and some finite positive constant C. Denote by Xn,x
. the unique strong

solution to
dXn,x

t = bn(Xn,x
t )dt + δdBt,X

n,x
0 = x ∈ R, 0 ≤ t ≤ 1,

where δ > 0 is a constant. Let b
′

n be the derivative of bn for each n ≥ 1.
Then the following convergence

exp(

∫ t

0
bp

n(Xn,x
s )ds) −→

n−→∞
exp(−

∫ t

0

∫

R

1

δ2 b(y)LXx

(ds, dy))

holds weakly in L2(U × [0, 1] × Ω, dx × dt × dµ) for all bounded open sets U ⊂ R.
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Proof. Let τ ∈ L2(U × [0, 1] × Ω). Then Girsanov’s theorem implies that

∣∣∣∣∣

(
τ , exp(

∫ t

0
bp

n(Xn,x
s )ds) − exp(−

∫ t

0

∫

R

1

δ2 b(y)LXx

(ds, dy))

)

L2(U×[0,1]×Ω)

∣∣∣∣∣

≤
∥∥∥∥τ(exp(

∫ t

0
bp

n(δBs + x)ds) exp(

∫ 1

0

1

δ
bn(δBs + x))dBs −

1

2

∫ 1

0

1

δ2 (bn(δBs + x))2ds)

− exp(−
∫ t

0

∫

R

1

δ2 b(y)LδB+x(ds, dy)) ·

· exp(

∫ 1

0

1

δ
b(δBs + x))dBs −

1

2

∫ 1

0

1

δ2 (b(δBs + x))2ds))

∥∥∥∥
L1(U×[0,1]×Ω)

≤ I1 + I2, (46)

where

I1 : =

∥∥∥∥τ((exp(

∫ t

0
bp

n(δBs + x)ds) − exp(−
∫ t

0

∫

R

1

δ2 b(y)LδB+x(ds, dy)))·

· exp(

∫ 1

0

1

δ
bn(δBs + x))dBs −

1

2

∫ 1

0

1

δ2 (bn(δBs + x))2ds))

∥∥∥∥
L1(U×[0,1]×Ω)

and

I2 : =

∥∥∥∥τ exp(−
∫ t

0

∫

R

1

δ2 b(y)LδB+x(ds, dy))·

·(exp(

∫ 1

0

1

δ
bn(δBs + x))dBs −

1

2

∫ 1

0

1

δ2 (bn(δBs + x))2ds))

− exp(

∫ 1

0

1

δ
b(δBs + x))dBs −

1

2

∫ 1

0

1

δ2 (b(δBs + x))2ds)))

∥∥∥∥
L1(U×[0,1]×Ω)

.

By [9, Theorem 3.1] we have

∫ t

0
bp

n(δBs + x)ds = −
∫ t

0

∫

R

1

δ2 bn(y)LδB+x(ds, dy)

for all t, µ−a.e.
On the other hand, we also know (see [37, p. 220]) that

−
∫ t

0

∫

R

1

δ2 bn(y)LδB+x(ds, dy)

= 2(Fn(δBt + x) − Fn(x) −
∫ t

0

1

δ2 bn(δBs + x)δdBs), n ≥ 0, (47)

where Fn(y) :=
∫ y
0

1
δ2 bn(u)du, n ≥ 0.
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So it follows from (46), (47) and Hölder’s inequality that

I1 =

∥∥∥∥τ(exp(2(F0(δBt + x) − F0(x) −
∫ t

0

1

δ
b(δBs + x)dBs))

− exp(2(Fn(δBt + x) − Fn(x) −
∫ t

0

1

δ
bn(δBs + x)dBs)))

∥∥∥∥
L1(U×[0,1]×Ω)

≤ K

∥∥∥∥exp(2(Fn(δBt + x) − Fn(x) −
∫ t

0

1

δ
bn(δBs + x)dBs))

· exp(2(F0(δBt + x) − Fn(δBt + x)) + 2(Fn(x) − F0(x))

+2

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs)

∥∥∥∥
L2(U×[0,1]×Ω)

≤ KA1A2, (48)

where

A1 :=

∥∥∥∥exp(4(Fn(δBt + x) − Fn(x) −
∫ t

0

1

δ
bn(δBs + x)dBs))

∥∥∥∥
1/2

and

A2 : = ‖(exp(4(F0(δBt + x) − Fn(δBt + x)) + 4(Fn(x) − F0(x))

+4

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs) − 1)

∥∥∥∥
1/2

L2(U×[0,1]×Ω)

.

Using the mean value theorem and Hölder’s inequality, we get

A2 ≤ ‖|4(F0(δBt + x) − Fn(δBt + x)) + 4(Fn(x) − F0(x))

+4

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs

∣∣∣∣
· exp(|4(F0(δBt + x) − Fn(δBt + x)) + 4(Fn(x) − F0(x))

+4

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs

∣∣∣∣)
∥∥∥∥

1/2

L2(U×[0,1]×Ω)

≤ C1C2, (49)

where

C1 : = ‖|4(F0(δBt + x) − Fn(δBt + x)) + 4(Fn(x) − F0(x))

+4

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs

∣∣∣∣
2
∥∥∥∥∥

1/4

L2(U×[0,1]×Ω)

and

C2 : = ‖exp(|8(F0(δBt + x) − Fn(δBt + x)) + 8(Fn(x) − F0(x))

+8

∫ t

0

1

δ
(bn(δBs + x) − b(δBs + x))dBs

∣∣∣∣)
∥∥∥∥

1/4

L2(U×[0,1]×Ω)

.
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By applying Burkholder’s inequality we get

C1 ≤
∥∥32(F0(δBt + x) − Fn(δBt + x) + Fn(x) − F0(x))2

∥∥1/4

L2(U×[0,1]×Ω)

+K

∥∥∥∥
∫ t

0

1

δ2 (bn(δBs + x) − b(δBs + x))2ds

∥∥∥∥
1/4

L2(U×[0,1]×Ω)

. (50)

The latter two terms converge to zero as n −→ ∞, by dominated convergence.
Using Hölder’s inequality and the super-martingale property of Doleans-Dade exponen-

tials we also observe that

C2 ≤ K1 ‖exp(16K2 |δBt + x|)‖1/8
L2(U×[0,1]×Ω)

·
∥∥∥∥exp(K2

∫ t

0

1

δ2 (bn(δBs + x) − b(δBs + x))2ds)

∥∥∥∥
1/8

L2(U×[0,1]×Ω)

≤ K4 < ∞

for some constants Ki, i = 1, 2, 3, 4.
By the same arguments we also obtain A1 ≤ D < ∞ for some constant D. So we see that

I1 = I1(n) −→ 0 for n −→ ∞. Similarly, we can show that I2 = I2(n) −→ 0 as n −→ ∞.
This completes the proof.

Theorem 26 Let b : R −→ R be a bounded decreasing function such that either m ≤ b(y) for
all y or b(y) ≤ −m for all y for some constant m > 0. Then there exists a unique continuous
function (t, x) 7−→ X̃x

t on R × R such that

X̃x
t = x +

∫ t

0
b(X̃x

s )ds, (51)

for all t, x ∈ R. Moreover, the map

(t, x) 7−→ X̃x
t

belongs to L2([0, 1];W 1,2(U)) for any bounded open interval U in R. The family R ∋ x 7−→
X̃x

t ) ∈ R, t ∈ R, is a group of W 1,2 Sobolev diffeomorphisms on R.

Proof. Uniqueness is easy. Indeed, suppose Y x
t is any solution of equation (51). Then

d

dt
(X̃x

t − Y x
t )2 = 2(

d

dt
X̃x

t − d

dt
Y x

t )(X̃x
t − Y x

t ) = 2(b(X̃x
t ) − b(Y x

t ))(X̃x
t − Y x

t ) ≤ 0

since b is decreasing. Integrating the above inequality from 0 to t, we get

(X̃x
t − Y x

t )2 ≤ (X̃x
0 − Y x

0 )2 = 0

This proves uniqueness.
We next prove existence of the flow for the ODE (51). It is sufficient to prove existence

for Let x ∈ U , an open bounded interval in R and for t ∈ [0, 1]. Suppose bm,m ≥ 1 is a
sequence of decreasing functions in C∞

0 (R) such that bm(y) −→ b0(y) := b(y) a.e. m −→ ∞
a.e. and |bm(y)| ≤ C < ∞ for all m, y and for some positive constant C.
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Consider the solution Xm,n,x
· of the SDE

Xm,n,x
t = x +

∫ t

0
bm(Xm,n,x

s )ds +
1

n
Bt, 0 ≤ t ≤ 1

for all x ∈ U , n,m ≥ 1 µ−a.e.
We have (see [22])

∂

∂x
Xm,n,x

t = 1 +

∫ t

0
bp

m(Xm,n,x
s )

∂

∂x
Xm,n,x

s ds, 0 ≤ t ≤ 1

for all x ∈ U , n,m ≥ 1 µ−a.e.
Therefore,

∂

∂x
Xm,n,x

t = exp(

∫ t

0
bp

m(Xm,n,x
s )ds). (52)

Let ϕ ∈ C∞
0 (U), ξ ∈ L∞(Ω), h ∈ L∞([0, 1]).

Now from the proof of Lemma 14 in Section 2, it follows that for each n ≥ 1 and p > 1

sup
0≤t≤1

sup
x∈U

sup
m≥1

E[

∣∣∣∣
∂

∂x
Xm,n,x

t

∣∣∣∣
p

] ≤ M < ∞,

where M = M(n, p) is a positive constant.
The latter proof also shows that

−
∫

U

∫ 1

0
E[Xm,n,x

t ξ]h(t)
∂

∂x
ϕ(x)dtdx

−→
m−→∞

−
∫

U

∫ 1

0
E[Xn,x

t ξ]h(t)
∂

∂x
ϕ(x)dtdx.

Since the map (t, x) 7−→ Xx,n
t belongs to L2([0, 1]×Ω;W 1,2(U)), then it has a continuous

version (t, x) 7−→ X̃n,x
t which is absolutely continuous in x.

Using (52) and Lemma 25 we find

−
∫

U

∫ 1

0
E[Xm,n,x

t ξ]h(t)
∂

∂x
ϕ(x)dtdx

=

∫

U

∫ 1

0
E[

∂

∂x
Xm,n,x

t ξ]h(t)ϕ(x)dtdx

−→
m−→∞

∫

U

∫ 1

0
E[exp(−n2

∫ t

0

∫

R

b(y)LXn,x

(ds, dy))ξ]h(t)ϕ(x)dtdx.

Hence
∂

∂x
X̃n,x

t = exp(−n2

∫ t

0

∫

R

b(y)LXn,x

(ds, dy)) (53)

for all n ≥ 1, dt × dµ × dx−a.e. So we may identify ∂
∂xX̃n,x

t with the process on the right

hand side of (53). Then (t, x) 7−→ X̃n,x
t is continuous µ−a.s.

Furthermore, since bp
m(y) ≤ 0, y ∈ R in (52) we can argue by weak convergence that the

right hand side of (53) is dominated by a constant K ≥ 0 uniformly in n, x, t, µ−a.e.
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Thus
sup

0≤t≤1

∣∣∣X̃n,x1
t − X̃n,x2

t

∣∣∣ ≤ K |x1 − x2|

for all x1, x2 ∈ U , n ≥ 1 µ−a.e.
On the other hand we may assume by Corollary 11 that (t, x) 7−→ Xn,x

t is continuous
µ−a.e. Hence we have

X̃n,x
t = x +

∫ t

0
b(X̃n,x

s )ds +
1

n
Bt

for all n ≥ 1, t, x, µ−a.e.
So using the α−Hölder continuity of Brownian paths, it follows that (for a fixed ω)

∣∣∣X̃n,x
t1

− X̃n,x
t2

∣∣∣ ≤ M |t1 − t2| + C(ω) |t1 − t2|α (54)

for all 0 ≤ t1, t2 ≤ 1, n ≥ 1 and all x ∈ U , where α < 1
2 , C(ω) = C(ω,α) < ∞ and M < ∞.

Let V be a compact sub-interval of U . Fix an appropriate ω ∈ Ω. Then by the Arzela-
Ascoli theorem there is a subsequence (nk) such that (x 7−→ X̃nk,x

· ), k ≥ 1 converges in
C(V;C([0, 1]). Then repeated application of a weak compactness argument it follows that the
limit, say (t, x) 7−→ X

x
t belongs to L2([0, 1];W 1,2(V̊)) (V̊ the interior of V). Finally, and as in

the proof of Proposition 23, it follows that X
x
· solves the ODE (51) for all x in V̊.

Remark 27 Using techniques of Malliavin calculus the authors in [25] prove that, for fixed
x ∈ R, the sequence {X̃n,x

t }∞n=1 in the proof of Theorem 3 converges to X̃x
t in L2(µ) as

n −→ ∞.

Curiously enough, the next theorem is a consequence of the deterministic result in The-
orem 26 above. It establishes the existence of a perfect cocycle of W 1,2

loc -Sobolev diffeomor-
phisms for solutions of the one-dimensional Stratonovich SDE:

dXx
t = b(Xx

t ) ◦ dW (t), t ∈ R,X0 = x ∈ R,

driven by a bounded decreasing diffusion coefficient b : R → R satisfying the conditions of
Theorem 26.

Theorem 28 Let b : R −→ R be a bounded decreasing function with a positive constant m
such that either m ≤ b(y) for all y ∈ R or b(y) ≤ −m for all y ∈ R. Suppose W : R×Ω → R

is one-dimensional Brownian motion such that W (0) = 0, and θ : R × Ω → Ω is the Wiener
shift. Consider the Stratonovich SDE

Xx
t = x +

∫ t

0
b(Xx

s ) ◦ dW (s), t, x ∈ R. (55)

Then the above SDE has a family of strong pathwise continuous solutions R × R ∋ (t, x) 7−→
Xx

t ∈ R such that (X ·
t, θ(t, ·)) is a perfect cocycle of W 1,2

loc -Sobolev diffeomorphisms on R.
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Proof. The idea of the proof is simple: We rescale the deterministic flow of the ODE (51)
using the one-dimensional Brownian motion W . This is feasible by an appropriate application
of Itô’s formula due to Fölmer, Protter and Shiryayev [16].

To simplify notation, we denote by Y (t, x) := X̃x
t , t, x ∈ R, the deterministic flow of the

ODE (51). Define the random field:

Xx
t := Y (W (t), x), t, x ∈ R. (56)

We claim that the following equality

∫ W (t)

0
b(Y (u, x)) du =

∫ t

0
b(Xx

u ) ◦ dW (u), ,X0 = x ∈ R, (57)

holds for all x ∈ R a.s. for all t ∈ R. To prove (57), we apply Itô’s formula using the

absolutely continuous change of variable F (z) :=

∫ z

0
b(Y (u, x)) du, z ∈ R. Note that F is

locally of class W 1,2 because F ′(z) = b(Y (z, x)) for a.e. z ∈ R. So by Itô’s formula ([16]), it
follows that

F (W (t)) =

∫ t

0
F ′(W (u)) dW (u) +

1

2
[F ′(W ),W ](t)

=

∫ t

0
F ′(W (u)) ◦ dW (u)

=

∫ t

0
b(Xx

u) ◦ dW (u) (58)

a.s. for all t ≥ 0. In the above relation, the bracket [·, ·] stands for the quadratic covariation.
This proves our claim (57). Using (56), (51) and (57), we get

Xx
t = Y (W (t), x)

= x +

∫ W (t)

0
b(Y (u, x)) du

= x +

∫ t

0
b(Xx

u ) ◦ dW (u) (59)

a.s. for all t ≥ 0. Hence Xx
t , t, x ∈ R, is a family of solutions of the SDE (55). Since

the map [0, 1] ∋ t 7→ Y (t, ·) ∈ W 1,2(U) belongs to C([0, 1],W 1,2(U)), then so do the maps
[0, 1] ∋ t 7→ X ·

t(ω) ∈ W 1,2(U) for a.a. ω ∈ Ω, where U is any bounded open interval in R.
To prove the cocycle property for (X ·

t, θ(t, ·)), we use the group property for the ODE
(51):

Y (t1, ·) ◦ Y (t2, ·) = Y (t1 + t2, ·) t1, t2 ∈ R. (60)

Hence,

[X ·
t2(θ(t1, ω)) ◦ X ·

t1(ω)](x) = Y ((θ(t1, ω)(t2), Y (ω(t1), x))

= Y (ω(t1 + t2), x)

= Xx
t1+t2(ω), x, t1, t2 ∈ R, ω ∈ Ω. (61)

This completes the proof of the corollary.
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Remark 29 It is rather remarkable that the Stratonovich SDE (55) admits the existence of
a perfect cocycle of W 1,2

loc -Sobolev diffeomorphisms with respect to a discontinuous diffusion
coefficient. On the other hand, it is conceivable that the SDE (55) has more than one solution.
In fact, we haven’t even been able to find similar examples to (55) in the literature.

5 Appendix

The following result which is due to [4] provides a compactness criterion for subsets of
L2(µ; Rd) using Malliavin calculus. See e.g. [31], [24] or [7] for more information about
Malliavin calculus.

Theorem 30 Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a proba-
bility space and H a separable closed subspace of Gaussian random variables of L2(Ω), which
generate the σ-field A. Denote by D the derivative operator acting on elementary smooth
random variables in the sense that

D(f(h1, . . . , hn)) =

n∑

i=1

∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞
b (Rn).

Further let D1,2 be the closure of the family of elementary smooth random variables with
respect to the norm

‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .

Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0
the set

G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +

∥∥C−1DG
∥∥

L2(Ω;H)
≤ c
}

is relatively compact in L2(Ω).

In order to formulate compactness criteria useful for our purposes, we need the following
technical result which also can be found in [4].

Lemma 31 Let vs, s ≥ 0 be the Haar basis of L2([0, 1]). For any 0 < α < 1/2 define the
operator Aα on L2([0, 1]) by

Aαvs = 2kαvs, if s = 2k + j

for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.

Then for all β with α < β < (1/2), there exists a constant c1 such that

‖Aαf‖ ≤ c1



‖f‖L2([0,1]) +

(∫ 1

0

∫ 1

0

|f(t) − f(t′)|2

|t − t′|1+2β
dt dt′

)1/2


 .

A direct consequence of Theorem 30 and Lemma 31 is now the following compactness
criterion which is essential for the proof of Lemma 12:
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Corollary 32 Let Xn ∈ D1,2, n = 1, 2..., be a sequence of F1-measurable random variables
such that there are constants α > 0 and C > 0 with

sup
n

E
[
‖DtXn − Dt′Xn‖2

]
≤ C|t − t′|α

for 0 ≤ t′ ≤ t ≤ 1 and
sup

n
sup

0≤t≤1
E
[
‖DtXn‖2

]
≤ C .

where Dt denotes Malliavin differentiation. Then the sequence Xn, n = 1, 2..., is relatively
compact in L2(Ω) (Dt the Malliavin derivative).
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